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Abstract

The dissertation offers a systematic analysis on the interdependency between fuel

economy and battery capacity degradation in hybrid electric vehicles. Optimal con-

trol approaches including Dynamic Programming and Pontryagin’s Minimum Prin-

ciple are used to develop energy management strategies, which are able to optimally

tradeoff fuel consumption and battery aging. Based on the optimal solutions, a

real-time implementable battery-aging-conscious Adaptive Equivalent Consumption

Management Strategy is proposed, which is able to achieve performance that is com-

parable to optimal results. In addition, an optimal control based charging strategy

for plug-in hybrid electric vehicles and battery electric vehicles is developed, which

minimizes battery capacity degradation incurred during charging by optimizing the

charging current profile. Combining a generic control-oriented vehicle cabin thermal

model with the battery aging model, the benefit of this strategy in terms of decreas-

ing battery aging is significant, when compared with the existing strategies, such as

the widely accepted constant current constant voltage (CC-CV) protocol. Thus this

dissertation presents a complete set of optimal control solutions related to xEVs with

consideration of battery aging.
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Chapter 1: Introduction

1.1 Motivation

Hybrid electric vehicles (HEVs) represent a steadily increasing segment of the au-

tomotive market. In the evolution of the design of hybrid vehicle systems, challenges

keep coming up. These challenges are driven by the increasingly stringent govern-

ment policies for fuel economy and emissions and by the progress in the technical

development of major components such as batteries. It has been recognized that

HEVs are the ideal transition from conventional all-petroleum vehicles to the all-

electric vehicles due to the fact that they are combinations of an internal combustion

engine (ICE) and an electric machine (EM). Thanks to an electrochemical energy

storage system, e.g. a battery pack, HEVs offer features such as engine start/stop,

engine downsizing, regenerative braking, and motor assist. With all the favourable

features, an HEV’s performance is influenced by many interrelated factors, which put

advanced control strategies in critical position to improve performance and lower cost.

The overall performance of HEVs in terms of fuel consumption or energy con-

sumption is dependent on the efficiency of individual powertrain components and

good coordination of the drivetrain. In other words, the energy management strategy
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in an HEV plays a very important role. The additional degrees of freedom in provid-

ing power to the vehicle make it possible to solve various optimization problems in

allocating the vehicle power demand to the internal combustion engine and the elec-

tric drivetrain. Optimal control methods have been used extensively to design energy

management strategies capable of delivering the best fuel economy while preserving

other desirable performance and utility features [117, 111, 131, 125, 96, 138, 73].

Traditionally, the overall control objectives of an energy management strategy is to

maximize fuel economy during a driving schedule without sacrificing vehicle perfor-

mance [24, 116, 126].

The fuel economy of HEVs is highly dependent on the energy capacity of the

on-board energy storage system. However, energy storage systems experience degra-

dation in both energy capacity and internal resistance due to several irreversible

degradation processes. The rate of battery capacity loss is dictated by many factors

including operating and environmental conditions. Factors such as extreme temper-

ature, high c-rate, high or low state of charge and excessive depth of discharge are

recognized to contribute to capacity degradation [31, 145, 25, 17, 147]. On one hand,

limiting stresses on the battery that could accelerate its aging may result in energy

management policies that are conflict with the desire to minimize fuel consumption.

On the other hand, Li-ion batteries represent a big part of vehicle cost. Therefore

designing batteries to last for the life of a vehicle while still satisfying the energy and

power requirements is not only a need but also a challenge. A hybrid electric vehicle

equipped with a supervisory energy management controller that is able to reduce the

battery aging effects during vehicle operation can potentially extend the battery life
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and reduce overall cost.

1.2 Contribution of the Dissertation

The primary objective of this research is to investigate the relationship between

fuel economy and battery capacity degradation in hybrid electric vehicles, and to

develop a real-time implementable energy management strategy based on optimal

performance, which is able to balance the two objectives: maximizing fuel economy

and minimizing battery capacity degradation. This is the first time that a systematic

analysis on interdependency of battery aging and energy management has been con-

ducted. In order to achieve better estimation of battery capacity loss during vehicle

operation, a control-oriented and experimental validated battery capacity degrada-

tion model is directly linked to the design of energy management strategy. Based on

the insights gained from global optimal solutions, an online implementable control

strategy is proposed, which is able to achieve close-to-optimal performance.

Additionally, the performance and longevity of Li-ion batteries depend, to a large

extent, on the quality of their chargers. Therefore an optimal charging algorithm

is developed for plug-in hybrid electric vehicle and battery electric vehicles, which

is able to minimize battery capacity degradation for any given time window taking

into account the environmental conditions. A generic vehicle cabin thermal model is

developed and applied for designing the optimal charging strategy, which takes into

account not only the ambient temperature but also the solar radiation. With the

help of the weather forecast, it is realistic to predict the surrounding conditions of
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the battery pack, which enables the real-time implementation of the optimal charging

algorithm. Thus this dissertation presents a complete set of optimal control solutions

related to xEVs with consideration of battery aging.

1.3 Organization of the Dissertation

This dissertation is organized as follows:

• Chapter 2 Background and Literature Review reviews energy manage-

ment strategies for HEVs and related optimal control theories. An overview of

lithium-ion battery aging phenomena and mathematical models is given. Fi-

nally, a review of relevant work, which incorporates battery life into energy

management of HEVs, is also given.

• Chapter 3 Model Development describes the vehicle model used in design-

ing the energy management strategy, which includes vehicle road load model,

powertrain model, battery aging model and vehicle cabin and battery thermal

model.

• Chapter 4 Optimal Control Problems for Hybrid and Electric Vehi-

cles with Consideration of Battery Aging provides the detailed optimal

control problem formulation as well as the analysis on the optimal solutions.

Comparative studies on different strategies are also given.

• Chapter 5 Real-time Energy Management Strategy for HEVs with

Consideration of Battery Aging presents an Adaptive Equivalence Con-

sumption Minimization Strategy (A-ECMS) based battery-aging-conscious en-

ergy management strategy.
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• Chapter 6 Conclusions
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Chapter 2: Background and Literature Review

2.1 Optimal Control of Hybrid Vehicles

A hybrid electric vehicle is equipped with more than one energy sources. Usually,

one of them is a high-capacity storage, for example: a liquid fuel tank, which is

complemented by a low-capacity rechargeable energy storage system which is typically

electrochemical batteries. Unlike in conventional vehicles, in which all the requested

power from the driver is fulfilled by the chemical fuel, in hybrid electric vehicles, an

additional decision has to be taken on how to distribute the power request among

different energy sources especially when bi-directional power flows are allowed. A

supervisory controller, which is also referred to as an energy management strategy

in hybrid electric vehicles, plays the role of commanding the power split. In this

section, the problem of designing such energy management strategies is introduced

and formalized using optimal control theory.

2.1.1 The energy management problem in HEVs

In general, the intention of a hybrid architecture is the potential to achieve better

fuel economy and lower emissions through the additional degree of freedom due to the

presence of an additional energy source besides the primary one. This implies that at
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any time and for any vehicle speed, the power needed by the vehicle can be provided

by either one of these sources, or by a combination of the two. Regardless of the vehi-

cle topology, the primary goal of any control strategies is to satisfy the drives’ power

requests by managing the power distributions among different on board energy stor-

age systems while minimizing the total fuel consumption or some combined objectives.

The achievable improvement in fuel economy and as well as other merits are

highly dependent on the energy management strategy. Making the correct decisions

on power split is usually a complex problem. Early energy management controllers

were mainly based on heuristic approaches inspired by the preferred behavior of the

propulsion system [64, 12, 117]. The main advantage of the heuristic approaches is

the easy implementation in real-time driving. The control input is decided by a set

of rules, which are designed based on engineering intuitions or the knowledge gained

from a series of global optimal strategies. As there is no explicit optimization in-

volved, the computational load is small. In addition, the rule-based strategies are not

dependent on the future driving conditions, so no prediction is required, which makes

the real-time implementation convenient.

However, heuristic strategies cannot guarantee the desired vehicle performance

under different conditions. One way to resolve this problem is to adopt systematic,

model-based optimization methods with meaningful performance index or objective

functions. Traditionally, the main objective of the energy management strategy is to

minimize fuel consumption over a route, however, many other favourable performance

indexes can be included as well such as reduction of pollutant emissions [82, 38, 66]
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and improvement on driveabiliy [115, 105, 23] and battery life [137, 144, 143]. In

general, it is possible to define the objective of hybridization as the minimization of

a given cost function. Thus a general cost function has the form of

J = φ(x(tf )) +

∫ tf

0

L(x(t), u(t), t)dt (2.1)

where  L(·) is the cost function, x(t) ∈ <n indicates the state vector, u(t) ∈ <p

is the control vector, and φ(·) is the penalty function on the final states. Multiple

objectives can be combined into a single cost function by introducing weighting fac-

tors [97, 133, 93]. When multiple cost terms are considered, normalization is usually

required so that all the cost terms are numerically comparable, which is critical es-

pecially for numerical solutions [85].

There are many state variables in a hybrid powertrain. The dimension of the state

vector is dictated by the objective or the required level of accuracy [85, 57]. The

system is often treated as quasi-stationary, if fuel consumption is the main concern.

In this case, it is acceptable that battery state of charge (SOC) is considered as the

only state variable. Other state variables, which represent the dynamic behavior of

the electric motor and the ICE, have much faster dynamics than that of the main

energy flows in an HEV and, therefore, are not considered in this situation. However,

if drivability is included in the cost function, a more detailed dynamic vehicle model

is needed resulting in additional state variables [77]. In general, state equation can

be expressed as:

ẋ(t) = f(x(t), u(t), t) (2.2)

8
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The energy management problem is a constrained optimal control problem, which

is subject to both state constraints and control constraints, which are usually time-

variant [126]. In general, the state variable, battery SOC, is confined in an allowable

range, which is specified by SOCmin and SOCmax, and which is a local or instanta-

neous constraint. In addition to that, charge sustenance is required by HEVs, which

means SOC, at the end of driving cycles, needs to remain within some prescribed

range, which is a global constraint. There are two ways to take into consideration

of the sustenance constraint. One is to include it as a soft constraint, that is, by in-

troducing penalty function φ(·) on the deviations from the initial value of the charge

level at the end of the driving cycles. Another choice is to treat charge sustenance

as a hard constraint by requiring that the charge level at the end of mission equals

to the initial value: SOC(0) = SOC(T ). Control constraints mostly concern phys-

ical operation limits such as maximum engine speed and the corresponding torque

limit, motor power or battery power limits. Other control constraints can be imposed

to enhance smoothness or performance. In general, the set of admissible states and

controls are defined as:

{
G(x, t) 6 0
u(t) ∈ U ∀t ∈ [0, tf ] (2.3)

It is clear that the energy management problem in a hybrid vehicle is a constrained-

finite time horizon optimal control problem. The goal is to find the control vector u∗

that minimizes the cost function (2.1) while meeting the dynamic constraints (2.2),

and the local state and control constraints (2.3). In the following sections, techniques

and methods to solve the optimal energy management problem are reviewed and

discussed.
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2.1.2 Dynamic programming

Once the objective function for a system has been chosen, the next task is to solve

for a control function that minimizes this criterion. In the field of optimal control

theory, two methods of accomplishing the minimization are the Minimum Principle

of Pontryagin [118], and the method of Dynamic Programming developed by R. E.

Bellman [16, 15, 14], and Dynamic Programming is the only optimal control technique

capable of providing the optimal solution to problems of any complexity level. In this

section Dynamic Programming is briefly introduced. The computational procedure

and its application on energy management problems in HEVs are discussed.

Dynamic Programming is commonly used to solve for numerical solutions [128,

82, 24]. An optimal control policy is found by employing the principle of optimality:

an optimal policy has the property that whatever the initial state and initial decision

are, the remaining decision must constitute an optimal policy with regard to the state

resulting from the first decision. In other words, from any point on an optimal trajec-

tory the remaining trajectory is optimal for the corresponding problem that begins

at that point.

First we approximate the continuously operating system of (2.2) by a discrete

system described by the state difference equation

xk+1 = aD(xk, uk) k = 0, 1, · · · , N − 1 (2.4)
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where uk is the control variable whose value is to be determined at time step k.

Both the state x and control u are bounded and discretized.

It is desired to determine the control law that minimizes the criterion

J = LN(xN) +
k=N−1∑
k=0

Lk(xk, uk) (2.5)

where Lk is defined as the arc cost, which is the same as the integrand in the

continuous-time formulation (2.1).

The dynamic programming algorithm works by calculating the sequence of mini-

mal cost-to-go backwards in time, which leads to the recurrence equation:

J∗N−k,N(x(N − k)) = min
u(N−k)

{LN−k(x(N − k))

+ J∗N−(k−1),N(aD(x(N − k), u(N − k)))}
(2.6)

with initial value

J∗N,N(x(N)) = LN(x(N)) (2.7)

In (2.6), J∗N−k,N(x(N − k), u(N − k)) represents the optimal cost at step N − k

in a problem with total N steps. The solution of this recurrence equation is an op-

timal control law or optimal policy, u∗(x(N − k), N − k), k = 1, 2, · · · , N , which

is obtained by trying all the admissible control values at each admissible state value.

In order to make the computational procedure feasible, it is required to quantize the

state variables, control variables as well as the time variable. The solution obtained

is the absolute (or global) minimum.
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Dynamic Programming can be applied to solve the energy management problem

in hybrid electric vehicles. The cost represents fuel consumption, emissions, or any

other objectives to be minimized. The algorithm works by computing the sequence of

minimal cost-to-go backwards in time, which means the final instant of driving cycle

is processed first. In order to do so, all the arc costs between feasible states must be

evaluated. The control input at each instance is the power split between the internal

combustion engine and the rechargeable energy storage system. However, the actual

decision variable of the algorithm is the system state, x(k), rather than the control

input. In the case of energy management problem for HEVs, Dynamic Programming

algorithm determines the optimal sequence of state of charge in the rechargeable en-

ergy storage system, and then, as a consequence, the power that produces it. This

way the state constraints can be implemented easily, as only the range of admissible

state values is considered and therefore the states will never exceed boundaries. The

number of solution candidates that can be considered and evaluated is a compromise

between the computational capabilities and the accuracy of the result. In fact, the

minimum cost may not exactly coincide with one of the gridded points, but the closer

these are to each other, the better the approximation of the optimal solution. The

computational burden of Dynamic Programming increases linearly with the final time

tf , and exponentially with the dimension of the state vector, which is known as the

curse of dimensionality.

The global-optimal solution given by Dynamic Programming cannot be imple-

mented directly due to two main reasons: the solution has to be calculated backwards,

and therefore the entire driving cycle must be known a priori; it is a computational
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demanding algorithm, and the first control action cannot be determined without the

backward solution of the entire problem. While not directly realizable, this noncausal

strategy often serves as a benchmark for evaluating the performance or optimality of

real-time implementable strategies [24, 81, 80, 125, 113, 59, 19].

2.1.3 Analytical optimal control

One approach that enables analytical optimization is based on Pontryagin’s Min-

imum Principle (PMP) [74], which leads to a nonlinear two-point boundary-value

problem that must be solved to obtain an optimal control if it exists. Assuming that

objective is to minimize the cost described in (2.1) subjected to system dynamics in

(2.2) and constraints in (2.3), a Hamiltonian function is defined as

H = L(x(t), u(t), t) + λ(t)T · f(x(t), u(t), t) (2.8)

where f(x(t), u(t), t) is the right-hand side of the system dynamic equation (2.2),

L(x(t), u(t), t) is the instantaneous cost in (2.1), and λ(t) is a vector of optimiza-

tion variables, which has the same dimension as the state vector, which is known

as co-states of the system. Pontryagin’s Minimum Principle states that a necessary

condition for u∗ to minimize the functional J is

H (x∗(t), u∗(t), λ∗(t), t) 6 H (x∗(t), u(t), λ∗(t), t) (2.9)

for any t ∈ [0, tf ] and for all admissible controls, i.e. the optimal solution u∗(t) is

such that
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u(t)∗ = arg min
u

H (x∗(t), u(t), λ∗(t), t) (2.10)

At the same time, the state and co-state must satisfy the following conditions:

ẋ∗(t) =
∂H

∂λ
|u∗(t) = f(x(t), u(t), t) (2.11)

λ̇∗(t) = −∂H
∂x
|u∗(t) = −∂L

∂x
(x∗(t), u∗(t), t)− λ∗(t) · [∂f

∂x
(x∗(t), u∗(t), t)]T (2.12)

with boundary conditions

x∗(0) = x0 (2.13)

x∗(tf ) = xtf (2.14)

As discussed before, the constraints on the state can be both local and global.

Global constraints can be taken care of by ensuring (2.13) and (2.14). In order to

enforce the local constraints on the state, i.e. G(x, t) 6 0, additional cost or penalty

is introduced in the Hamiltonian, which is activated whenever the state boundaries

are reached or violated [103, 50].

An analytical solution is possible if explicit descriptions of L(x(t), u(t), t) and state

equations are available. In some special applications, the Hamiltonian function turns

out to be an affine or quadratic function of the control variable, thus closed-form solu-

tion or an explicit optimal control can be derived. In general, however, the approach

based on PMP leads to a nonlinear two-point boundary-value problem that cannot
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be solved analytically to obtain the optimal control law. If the boundary conditions

were all known at either t = 0 or t = tf , we could numerically integrate the differen-

tial equation (2.11) and (2.12) to obtain x∗(t), λ∗(t), t ∈ [0, tf ]. Unfortunately, the

boundary values are split as indicated in (2.13) and (2.14).

A standard way of solving an optimal control problem with PMP is some itera-

tive numerical techniques, among which the most often used is the so called shooting

method. The general procedure is stated as the following: an initial guess is used to

obtain the solution to a problem in which one or more of the five necessary conditions

(2.10-2.14) is not satisfied. This solution is then used to adjust the initial guess in

an attempt to make the next solution come closer to satisfying all of the necessary

conditions. If these steps are repeated and the iterative procedure converges, the

necessary conditions (2.10-2.14) will eventually be satisfied.

Pontryagin’s Minimum Principle is a rather powerful tool to solve finite horizon

optimization problems. It converts the global optimal control problem to a local and

instantaneous minimization problem. Clearly, the global nature of the problem re-

mains evident in the boundary conditions, which requires the information regarding

the future to search for the optimal initial condition. As a result, the solution gener-

ated by PMP is not causal. Although PMP only offers the necessary conditions for

global optimality, it can be used to generate solution candidates. If only one solu-

tion is available and the necessary conditions are satisfied, the solution obtained from

PMP is the optimal solution. The existence and uniqueness of the solution cannot

be proved formally in the general case, but it is reasonable to assume that at least
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one optimal solution exists for the energy management problem for hybrid electric

vehicles, in the sense that there must be at least one sequence of controls yielding the

lowest possible fuel consumption.

PMP requires less computational effort compared with direct numerical optimiza-

tion methods such as DP, when applied for numerical solutions. It has been widely

used for solving optimal control problems in application of HEVs [1, 134, 133, 73, 72,

151].

2.1.4 Instantaneous minimization method

PMP may offer an optimal solution with less computational load compared with

DP, but the solution is still not real-time implementable due to the iterative nature

requiring knowledge of future driving conditions a priori. One of the possible solutions

is to convert the global optimization problem into a sequence of local or instantaneous

minimization problems. A well-defined local minimization problem enables quasi-

optimal results. The equivalent consumption minimization strategy (ECMS) [110,

127, 96], which is the most well-known one among these strategies, has been recently

shown to be equivalent to PMP under certain conditions [130].

As a method to reduce the global minimization problem defined in section 2.1.1 to

a sequence of local or instantaneous minimization problems to be solved at each in-

stant without using the information regarding the future, the equivalent consumption

minimization strategy was introduced by Paganelli et al. [108, 110, 111, 109]. The

essence of ECMS is that in a charge-sustaining HEV, the energy change in the battery
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pack at the end of one trip is negligible, which means almost all of the propelling en-

ergy is ultimately from the fuel and the battery pack only plays the role of an energy

buffer. The electricity used during a battery discharge phase must be replenished at a

later phase using the fuel from the engine or regenerative braking. The instantaneous

cost that is minimized at each instant is called equivalent consumption, in which the

battery energy usage is converted to an equivalent consumption of fuel and added

to the real fuel consumption. The instantaneous equivalent fuel consumption to be

minimized:

ṁf,eqv(t) = ṁf (t) + ṁress(t) (2.15)

where ṁress(t) represents the virtual fuel consumption associated to the use of

electric energy. As the fuel mass flow rate is calculated based on

ṁf (t) =
Peng(t)

ηeng(t)LHV
(2.16)

where ηeng(t) is the engine efficiency and LHV is the fuel lower heating value in

[MJ/kg], the virtual fuel mass flow consumed by the electric machine can be repre-

sented by analogy as

ṁress(t) =
s(t)

LV H
Pbatt(t) (2.17)

where s(t) is the equivalence factor, which is used to assign a cost to electric

energy, converting electric power into equivalent fuel consumption. The equivalence

factor can be interpreted as the efficiency of which fuel is transformed into electrical

power and vice-versa. Thus, s(t) is a vector, one for charge and one for discharge,
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s(t) = [schg(t), sdis(t)]. In fact, the equivalence factor can be formulated as a con-

stant, which represents the average overall efficiency of the electric path for a specific

driving cycle [117].

The key to the effectiveness of this strategy is attributing a meaningful value to

the equivalence factor. Clearly, its value affects the charge sustainability: according

to (2.17), if the value of s(t) is too high, the cost of using electric energy would be

high, which makes the hybridization not fully realized; if, on the other hand, it is too

low, the electric energy would be depleted fast. So both the vehicle fuel consump-

tion and the evolution of the battery state of charge are dependent on the value of

s(t). It has been shown [125, 97, 96] that results obtained from ECMS can achieve

comparable performance to those obtained from Dynamic Programming. The values

of optimal equivalence factors are different for different driving cycles and they can

be obtained only if the driving cycle is known a priori. This means that, despite its

instantaneous property, ECMS still relies on information on future driving conditions.

So it is reasonable to say that if the actual driving condition is too different from the

one for which the strategy is tuned, the control still works but the performance is

not as good as it could potentially be. The selection of the most suitable value of

equivalence factor under different driving conditions to guarantee optimality is the

challenge for ECMS.

If the perfect knowledge of future driving conditions is not available, equivalent

consumption based strategy lends itself to suboptimal online implementable solutions

providing that the equivalence factor is appropriately updated as driving conditions
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change, which leads to adaptive equivalent consumption minimization strategy (A-

ECMS). Based on the adaptation techniques, A-ECMS can be identified:

• Adaptation based on driving cycle prediction [125, 2, 47]: the best value of s(t)

is identified based on receding-horizon optimization with the help of the speed

predictor. The optimization procedure for s(t) is repeated every few minutes,

using vehicle speed measurement and a simplified vehicle model embedded in

the vehicle controller. This method introduces some approximation, but the

equivalence factor is representative of present driving conditions and the overall

process works well.

• Adaptation based on driving pattern recognition [55, 65, 54]: the suitable value

of s(t) is selected from the equivalent factor database by analysing the past driv-

ing conditions periodically and comparing with representative driving scenarios.

This method takes advantage of the fact that the equivalence factors are similar

for cycles with similar statistical properties. A pattern recognition algorithm is

used to identify which kind of driving conditions the vehicle is undergoing, and

select the most appropriate equivalence factors from a predefined set.

• Adaptation based on feedback from SOC [69, 27, 102]: the value of s(t) is

updated based on the SOC feedback and its variation from the desired SOC

value. The idea is to maintain the SOC profile around the target value, which

is usually a constant in a charge-sustaining HEV. In [69] and [27], the value of

the equivalence factor is updated at each instant to account for the deviation

of the state of charge from its reference value SOCset. Instead of adapting

continuously at each time step, [102] only updates equivalence factor regularly
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with intervals of duration T, which allows SOC deviating from the reference

value during the vehicle operation. Thus the charge-sustainability condition is

enforced on shorter time frames.

Regardless of how the adaptation is performed, the A-ECMS methods enable the

online implementation of optimization based supervisory control strategy. Though

the results are suboptimal, performance that is comparable to those achieved by

dynamic programming can be obtained with calibrations.

2.1.5 Model predictive control

Model predictive control (MPC) has been widely studied in the context of energy

management strategy [101, 11, 37, 22, 68, 39] as an alternative optimal control method

that may be implementable in real time. Where MPC differs from other controllers

is that it solves the optimal control problem online for the current state of the plant,

rather than providing the optimal control for all states, that is determining a feedback

policy online. MPC computes the optimal control policy online using a finite-horizon

prediction (of future conditions, i.e. road load, in the HEV energy management case).

MPC classical schemes consider either a constant setpoint or a reference trajectory

and are designed for rejecting disturbances. The controls are computed over a receding

horizon by minimizing a criterion:

J(x(k)) = min
u(·)
{
p−1∑
i=0

||x(k + i|k)− r(k + i)||2wx
i

+
m−1∑
i=0

||u(k + i|k)||2wu
i
}

(2.18)

where (m 6 p) p denotes the length of the prediction horizon or output horizon,

and m denotes the length of the control horizon or input horizon; wxi and wui are the
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weighting factors at the ith sample time; r(k) is the vector of the state references;

u(·) := [u(k)T , . . . , u(k + m − 1|k)T ]T , u(k) ∈ <q is the sequence of manipulated

variables to be optimized; x(k) ∈ <n denote the state prediction generated by the

nominal model:

x(k + 1) = Ax(k) +Bu(k), x(0) = x0 (2.19)

{
x(k) ∈ X
u(k) ∈ U (2.20)

A receding horizon policy proceeds by implementing only the first control u∗p,m(k|k)

to obtain x(k+1) = Ax(k)+Bu∗p,m(k|k). The rest of the control sequence u∗p,m(i|k), i =

k+ 1, ..., k+m− 1 is discarded and x(k+ 1) is used to update the optimization prob-

lem (2.18-2.20) as a new initial condition. This process is repeated, each time using

only the first control action to obtain a new initial condition, then shifting the cost

ahead one time step and repeating. This is the reason why MPC is also sometimes

referred to as receding horizon control (RHC) or moving horizon control (MHC). The

purpose of taking new measurements at each time step is to compensate for unmea-

sured disturbances and model inaccuracy, both of which cause the system output to

be different from the one predicted by the model.

Three main difficulties arise when applying MPC to hybrid vehicle management.

First of all, the system dynamics is mostly driven by the exogenous variable (i.e. driv-

ing conditions) that cannot be simply predicted over long horizon with a sufficient

accuracy. Secondly, for classical MPC scheme, the minimal value of the criterion,

usually in a quadratic form, is expressed as a function of the state. Therefore the
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closed loop stability can be proved using a Lyapunov function [45]. For hybrid vehicle

application, the criterion is the fuel consumption which is a nonlinear function of the

control and the exogenous variables. Even without initial state error,the minimal cost

differs from zero since it is not directly related to the battery state of charge but to

the fuel consumption. The stability of a MPC scheme is therefore more difficult to

prove. Last but not the least, it is difficult to design the reference trajectory of the

state (or output). Most of the existing control strategies consider a constant setpoint

for the battery state of charge. Although this goal is acceptable for a long horizon, it

is useless for a short horizon.

However, as a potentially real-time implementable optimal control based approach,

MPC has been studied and applied in the field of HEV energy management. With

the advent of in-vehicle navigation systems that make use of GPS and digital map-

ping technologies, it is reasonable to presume that predicting future road loads over

a short horizon can in fact be achieved with acceptable accuracy.

2.2 Battery aging

Lithium-ion (Li-ion) batteries are the preferred energy storage technology in xEVs

due to their high energy and power density. For the applications in automobile, which

require durability and stability, the long-term cycling and storage behaviour becomes

of increasing interest. However, battery health is one of the main uncertainties in the

total life-cycle cost of advanced energy storage systems. Therefore aging of lithium-

ion batteries as well as health management have been and are the subject of a great
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amount of research (e.g.:[145, 3, 18, 56, 32, 58, 114, 46]). A brief overview of these

aging mechanism is provided in the next few paragraphs.

In general, aging of battery is demonstrated by a reduction in the ability to store

energy and deliver power, which is correlated with loss in capacity and increase in

internal resistance. Aging mechanisms occurring at anodes and cathodes differ sig-

nificantly. One major source of aging at the anode is due to the reactions between

the electrolyte and the anode resulting in the formulation of a ”protective layer”,

which is known as solid electrolyte interface (SEI) [6, 8, 9, 76]. During charging,

the electrochemical status of the electrolyte components is out of the stable range,

hence, reductive electrolyte decomposition together with irreversible consumption of

lithium ions takes place at the electrode/electrolyte interface. The decomposition

process as well as the product of the process, e.g. SEI formation and growth, con-

tributes to the aging of the battery anode. The presence of SEI leads to an increase of

impedance, which is the major cause of power fading. With the growth of SEI, more

and more active or mobile lithium is lost, leading to self-discharge and irreversible

capacity degradation. SEI growth proceeds through the whole life of the battery, e.g.

cycling and storage, and the rate of the process is subjected to many factors such as

temperature, rate of current and depth of discharge. According to the study from

[84, 139, 33], capacity fade is primarily the result of loss of active lithium that is most

likely associated with anode degradation.

Another cause of degradation in a battery is related to cathode materials and

structures. Lithium manganese oxides (LiMn2O4) with spinel structure, lithium
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nickel cobalt mixed oxides [Li(Ni,Co)O2] with layered structures as well as lithium

iron phosphate (LiFePO4) based lithium ion batteries have been considered as promis-

ing candidates for large scale applications in the automotive and space industries due

to cost, availability and performance. Basic aging mechanisms under cycling and

different storage conditions for the above types of cathode materials are: (i) loss of

positive active materials, (ii) changing of electrode composition due to electrochem-

ical reactions or corrosion, (iii) oxidation of the electrolyte and (iv) aging products

interaction with the anode. These aging effects have a strong correlation with each

other and cannot be analysed independently [7, 10, 36, 99, 100].

Being aware of the health of the battery helps in making timely life cycle manage-

ment decisions, reducing warranty and maintenance costs while improving service-

ability, availability and safety, and it is possible only when an aging model describing

the evolution of aging over time/cycle is available. Aging models for lithium-ion

batteries can be classified into two categories, namely, physical-chemical models and

empirical models. Physical-chemical models are usually developed to study or de-

scribe a single aging mechanism inside the cell [121, 150, 90, 91, 89]. The literature

on physical-chemical based modeling of lithium ion batteries is quite extensive. An-

alytic expressions for the specific capacity against discharge rate were presented by

[40]. The first model with two composite electrodes and a separator was presented

by [48] and was further extended to account for the decay in capacity of the cell with

cycle number by [121] based on a continuous occurrence of a very slow solvent dif-

fusion/reduction near the surface of the negative electrode when the cell is in charge

mode. Further extensions to this model were made in [136] by including the effect
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of porosity change of the intercalation material on capacity fade. The single particle

model was presents by [99], in which each electrode is represented by a single spher-

ical particle. While the physical-chemical models have the advantage of providing a

sophisticated account of the various physical processes occurring in a battery, solving

the model is very time-consuming. Ideally, one would expect for such model that is

not computationally heavy and it provides a realistic portrait of the physical processes

occurred during cycling.

Due to its simplicity but still good accuracy, semi-empirical models have been used

for on-line battery prognosis, estimation of state-of-health as well as design of battery

management system. Recently, semi-empirical models have been also used for optimal

HEV energy management strategy with consideration of battery aging [133, 144] and

for the study of aging propagation among cells in advanced battery systems [35].

Various empirical and semi-empirical models have been proposed [20, 122, 147, 34].

These models are developed with consideration of simplified physical relations in

the model by fitting the parameters of the model with experimental data obtained

from aging tests (process shown in Fig.2.1 [51]), resulting in a set of equations that

describe the main degradation mechanisms. In [20], accelerated calendar and cycle

life of Li-ion battery is studied, which shows that useful life was strongly affected

by temperature, time, state-of-charge and change in state-of-charge (∆SOC). To

estimate the percentage of power loss the data were fit with the general equation:

Q = A · exp(−Ea
R · T

)tz (2.21)
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where Q represents the percentage power loss, t the time, T the temperature in

Kevin, A the pre-exponential factor, Ea the activation energy in Jmol-1, R the gas

constant and z the adjustable parameter. In [122], semi-empirical correlations for two

capacity fade parameters are developed to predict the performance of the battery as

a function of number of cycles:

θNn = θ0n − k1(cycle)
1
2 (2.22)

RN
f = R0

f − k2(cycle)
1
2 (2.23)

where θn the available active charge at negative electrode, Rf the film resistance,

the constant k1 and k2 depend on cycling conditions and the type of negative electrode

material used. A semi-empirical capacity degradation model is proposed in [147] based

on the results from an accelerated cycle life study, which is an extension of the work

from [20]. Instead of using time, the authors chose Ah-throughput as a parameter for

the life modeling. Ah-throughput represents the amount of charge delivered by the

battery during cycling. The function form of the life model can be expressed as:

Qloss = B · exp(−31700 + 370.3 · Crate
R · T

)(Ah)0.55 (2.24)

where Qloss the percentage of capacity loss, B the pre-exponential factor, R the

gas constant, T the absolute temperature.

Despite the efforts reported in the literature, there is still the need to understand

battery aging under more realistic HEV operations. In particular, the development of

accurate aging models that are able to assess and predict the life of the Li-ion batteries

under realistic automotive scenarios is critical. Due to the favorable compromise
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Figure 2.1: Schematic of Semi-empirical Model Development

between simplicity and accuracy, a semi-empirical model is employed in the control-

oriented models used in this dissertation and the details of this model are described

in the following chapter.

2.3 Energy Management Strategy Integrated with Battery
Health

The performance, reliability, and cost effectiveness of all electrified vehicles are

highly dependent on the selection, integration, control and health of the on-board

energy storage systems. For example, the fuel economy, recuperation capability, and

drivability of hybrid and electric vehicles are significantly influenced by the specific

power and energy capacity of their ESSs [124, 148, 152]. Additional focus and con-

cerns from both the automotive manufactures and customers are the lifetime and

safety issues of ESSs [44, 94, 67]. Thus, aimed at satisfying the energy and power re-

quirements of the vehicle simultaneously, most of the designs lead to the oversizing of

either of them. The oversized designs cause expensive, heavy, and voluminous ESSs.

Indeed, many studies have been performed on how to optimally size the drivetrain

components, particularly the battery [5, 49, 149, 71, 42, 95, 119]. However, batter-

ies experience irreversible power fade and capacity decay as they age, and therefore

the performance of the electrified vehicles will be negatively influenced even with an
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optimally sized battery pack. The rate of battery aging is dictated by many factors

including operating and environmental conditions. Factors such as extreme tempera-

ture, high C-rate, high or low state of charge and excessive depth of discharge, which

are closely related to the vehicle operation strategy, are recognized to contribute to

capacity degradation.

It stands to reason that one would want to consider strategies for limiting battery

aging in the design of HEV control algorithms. However, limiting stresses on the

battery that could accelerate its aging may result in energy management policies that

are in conflict with the desire to minimize fuel consumption. Mathematically, this

situation can be described as a multi-objective optimization problem. In [93], a multi-

objective optimal control problem is formulated, which seeks to manage power flow

in a power-split PHEV to minimize both health degradation and energy consumption

cost. The authors quantify the aging effect of the battery by anode side resistive film

formation. Thus, the rate of capacity loss is characterized by the growth rate of the

film thickness:

∂δfilm
∂t

(2.25)

which depends on the chemistry of the electrode and electrolyte. The control

objective function is then formulated as

min
N∑
k=0

α · cE + (1− α) · cH (2.26)

cE = β ·Wfuel +
−VocQbatt

˙SOC

ηEV SE
(2.27)
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cH =
∂δfilm
∂t

(2.28)

where α the weighting factor, cE the instantaneous energy consumption cost,

which includes both fuel and grid charging costs, β the relative price of gasoline per

MJ to the price of grid electricity per MJ, cH the battery capacity loss rate. The

optimal control problem is solved by Stochastic Dynamic Programming (SDP), and

the simulation results show that a PHEV power management strategy that considers

SEI film growth in addition to energy consumption will deplete battery charge quickly

to reduce film growth rates and blend engine and battery power to avoid charge

sustenance. An approach to take into account battery aging in energy management

strategies for HEVs is presented in [133], in which the aging effect is quantified by

battery effective Ah-throughput:

Aheff =

∫ tf

0

σ · |Ibatt|dt (2.29)

in which σ is severity factor that characterizes the cycling conditions.The proposed

cost function takes the form of

J =

∫ tf

0

(1− α) · ṁf + α · ca ·
1

Γ
· σ · |Ibatt|dt (2.30)

where α the weighting factor, ṁf the fuel flow rate, ca the transformation coef-

ficient of the battery wear, to make it dimensionally compatible with the fuel con-

sumption by expressing the two costs in terms of monetary expense. This strategy

is solved by Pontryagin’s Minimum Principle, which shows that battery life can be

extended with a compromise on fuel economy. Instead of explicitly including battery

aging in the cost function, the authors of [43] chose to treat battery state-of-health
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as one of the states in the optimal control problem. Assuming that a battery can

withstand a certain amount of energy throughput before it reaches its end-of-life, a

throughput-based capacity fade model is adopted:

˙SOH = − Pbatt
2 ·N ·Q0

(2.31)

where N the total number of cycles before end-of-life, which is a function of battery

power Pbatt, and Q0 the battery nominal energy capacity. The strategy is solved by

ECMS-based method by tracking prescribed profiles for both battery SOC and SOH.

In [146], an energy management strategies of a hybrid vehicle with hybrid storage

system is discussed, where a battery is coupled with a capacitor. Battery aging effect

is considered by taking into account the battery RMS current, which is equivalent to

a minimization of the integrated square of the battery current along the cycle. Thus

the objective function takes the form of

J =

∫ T

0

C(t) +Kibatt · I2batt(t)dt (2.32)

where C the fuel consumption and Kibatt the weighting factor. Pontryagins Mini-

mum Principle is applied to solve the optimal control problem and the results indicate

that a good compromise may be found when increasing fuel consumption by a small

amount while significantly decreasing the battery RMS current and thus battery ag-

ing. Given the fact that temperature is one of the most influential factors contributing

to battery aging, an energy management strategy for electrified vehicles taking into

account battery health through an additional cost on battery internal temperature is

presented in [107], in which the control objective is to minimize:
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J =

∫ t2

t1

ṁf (t) + κ(t) · Ṫcell(t)dt (2.33)

where ṁf is the instantaneous fuel consumption, Ṫcell is the battery cell temper-

ature κ is a weighting parameter depending on the cell temperature. PMP-based

simulation results highlight the fact that the strategy is not promising in saving bat-

tery life.

Battery health management is particularly challenging for two reasons. First, the

most critical damage mechanisms are still not fully understood. Therefore, broad

ranges of degradation models are studied and incorporated in power management

formulation techniques. Second, the dynamics are simulated using computationally

intensive electrochemical models that are incompatible to control design. Moreover,

energy management strategy for xEVs is, by itself, a nontrivial problem that requires

the solution of an optimal control problem with multiple inputs, disturbances, states

and control constraints.

Given the fact that Dynamic Programming is the only optimal control approach

that can guarantee global optimality with any level of problem complexity, the so-

lutions generated by Dynamic Programming are always studied as the benchmark

in this dissertation. Pontryagin’s Minimum Principle, as an analytical approach and

instantaneous minimization method, is of great interest to gain insights on design of

the real-time implementable control strategy. Combining the results from Dynamic

Programming and PMP, an Adaptive ECMS based real-time energy management
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strategy is developed. Thus, this dissertation offers the evolution of an energy man-

agement problem from global optimal but noncausal to suboptimal but real-time

implementable.
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Chapter 3: Model Development

This chapter provides a detailed overview of the modeling work linked to the

development and simulation of energy management strategies. The main objective is

to reproduce the energy flows within the powertrain and the vehicle, in order to obtain

an accurate estimation of fuel consumption and battery state of charge, based on the

road load and control inputs. Since energy analysis is the primary goal, efficiency

considerations are at the basis of the models described.

3.1 HEV Powertrain

3.1.1 Powertrain architecture description

The vehicle under investigation is a pre-transmission parallel HEV passenger car.

Fig. 3.1 illustrate the configuration of the powertrain architecture, which consists of a

battery pack, an electric machine, an internal combustion engine and a continuously

variable transmission (CVT). The engine and electric machine are mounted on the

same shaft which connects to the CVT through a torque damper. The main charac-

teristics of the components are listed in Table 3.1. The hybrid function attached to

this configuration includes engine start-stop, torque assist and regenerative braking.
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Figure 3.1: Vehicle Architecture

Table 3.1: Components Specifications

Components Specification

Vehicle Mass 1294 kg

IC Engine 1.6 liter 85 kW gasoline engine

Electric Machine 15 kW

CVT Ratio: 3.172∼0.529

Final drive Ratio: 2.7

Battery Pack Li-ion 820 Wh, 4.6 Ah, 20 kW

3.1.2 Vehicle road load model

Since the primary objective is to develop an understanding of the vehicle lon-

gitudinal dynamics and of the energy characteristics of hybrid vehicles, the vehicle

is considered as a point mass. Thus the motion equation can be written from the

equilibrium forces shown in Figure 3.2:
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Mveh
dvveh
dt

= Fintertia = Ftrac − Froll − Faero − Fgrade (3.1)

where Mveh is the effective vehicle mass, vveh is the longitudinal vehicle velocity,

Finertia is the inertial force, Ftrac = Fpwt−Fbrake is the tractive force generated by the

powertrain and the brakes at the wheels, Froll is the rolling resistance, Fareo is the

aerodynamic resistance, Fgrade the force due to road slope.

The aerodynamic resistance is expressed as

Faero =
1

2
ρairAfCdv

2
veh (3.2)

where ρair is the air density, Af the vehicle frontal area, Cd the aerodynamic drag

coefficient.

The rolling resistance force is modeled as

Froll = CrollMvehg cos δ (3.3)

where g is the gravity acceleration, δ the road slope angle, and Croll the rolling

resistance coefficient.

The grade force is the horizontal component of the vehicle weight, which is calcu-

lated as the following:

Fgrade = Mvehg sin δ (3.4)

The values of the vehicle dynamics parameters are listed in Table 3.2.

3.1.3 Engine

The engine used in this work is an 1.6L in-line four cylinder spark ignition gasoline

engine.There are many modeling approaches used for an internal combustion engine,
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Figure 3.2: Forces Acting on a Vehicle

Table 3.2: Vehicle Parameters

Parameter Value Unit

ρair 1.29 kg/m3

Af 2 m2

Cd 0.27 -

Croll 0.015 -

g 9.81 m/s2

δ 0 degree

for instance, static map, mean-value model and one-dimensional fluid-dynamic model.

In this study, the static map approach is adopted, which assumes the engine to be a

perfect actuator, which responds immediately to the commands. The fuel flow rate

is computed using a map or table as a function of both engine speed ωice and torque

Tice, which are supposed to be known:

ṁf = f(ωice, Tice) (3.5)
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Figure 3.3: 1.6L Engine Fuel Flow Rate Map

In particular, the torque is usually a control input for the engine, while the speed

is a measured input and derives from the vehicle wheel speed. A curve that gives the

maximum engine torque as a function of the current speed is also included in this

kind of model to ensure that the torque does not exceed the limits of the engine:

0 6 Tice 6 Ticemax(ωice) (3.6)

In addition to the torque limit, engine speed limits should be respected as well:

ωiceidle 6 ωice 6 ωiceredline
(3.7)

Figure 3.3 shows the fuel flow rate map of the engine used in this study. The

engine data is from Powertrain System Analysis Toolkit c©(PSAT).
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3.1.4 Electric machine

A permanent magnet synchronized electric machine is studied, which has contin-

uous power of 15 kW and peak power of 30 kW. Electric machines can be modeled

using an approach similar to the one used for the engine, i.e., based on maps of torque

and efficiency. Desired values of electrical power or torque can be used as a control

input. The relation between torque at the shaft and electric power is provided by an

efficiency map (Figure 3.4), which is a function of speed and torque:

ηem = f(ωem, Tem) (3.8)

Therefore the power request of the electric is given by

Pemreq = Tem · ωem · ηzem(ωem, Tem) (3.9)

in which z = −1 when electric machine is a motor or the power request is positive,

otherwise z = 1.The operation of the electric machine is limited by its minimum and

maximum torque curve, as well as by its extreme speed:

Temmin
(ωem) 6 Tem 6 Temmax(ωem) (3.10)

ωemmin
6 ωem 6 ωemmax (3.11)

3.1.5 Continuously variable transmission

A Continuously Variable Transmission (CVT) provides an infinite number of

transmission gear ratios within the limits of the device. This is in contrast to an
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Figure 3.4: Electric Machine Efficiency Map
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automatic or manual transmission that typically offers five or six gear choices. For

energy analysis, a simple model that accounts for speed and torque ratios with a

constant efficiency is adopted. The following speed relationship is always held:

ωout =
ωin
rcvt

(3.12)

in which ωin is the CVT input speed, ωout is the output speed and rcvt is the CVT

ratio. The torque model is described as:

Tout =

{
Tin · rcvt · ηcvt if Tinωin ≥ 0;
Tin·rcvt
ηcvt

if Tinωin < 0.
(3.13)

with the convention that power flow is positive when going from input to output.

Tin and Tout are defined as CVT input torque and output torque respectively, and

ηcvt is the CVT efficiency. The CVT ratio should be bounded by it minimum and

maximum values:

rcvtmin
6 rcvt 6 rcvtmax (3.14)

3.2 Li-ion Battery Pack

Battery models have become an indispensable tool for the design of battery-

powered systems. Their uses include battery characterization, state-of-charge and

state-of-health (SOH) estimation, algorithm development, system-level optimization,

and real-time simulation for battery management system design.

Electrochemical energy storage systems, a battery pack in this study, are key

components of hybrid electric vehicles. The battery model contains an electric model,

a lumped thermal model, and a semi-empirical capacity degradation model, which is
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Figure 3.5: Battery Cell

linked to the optimal control studies. All the parameters are based on LiFePO4 cell

from A123 system. The specifications of the battery cell are listed in Table 3.3.

Table 3.3: Battery Cell Specifications

Name ANR26650

Type Nanophosphate Li-ion

Cell Geometry Cylindrical (Figure 3.5)

Manufacture A123 Systems

Nominal Voltage of Cell 3.3 V

Nominal Capacity of Cell 2.3 Ah

3.2.1 Battery electrical model

Battery models based on equivalent circuits [120] are preferred for system-level

development and controls applications due to their relative simplicity. Engineers use

equivalent circuits to model the thermo-electric behavior of batteries, parameterizing
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Figure 3.6: 0th-order Equivalent Circuit

their nonlinear elements with correlation techniques that combine models and exper-

imental measurements via optimization.

A battery system consists of battery cells (Figure 3.5). Depending on the require-

ments of output voltage and power and energy capacities for the designed hybrid

vehicle system, a battery is configured by many cells connected in series or parallel

or both. In this study, a 0th-order equivalent circuit model is used, which comprises

a voltage source Voc and an internal resistance R0 in series (Figure 3.6). The open

circuit voltage is a function of battery state of charge (SOC) (Figure 3.7), while the

internal resistance is a function of both battery SOC and temperature, θbatt, as shown

in Figure 3.8.

VOC = f(SOC) (3.15)

R0 = f(SOC, θbatt) (3.16)
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Based on the equivalent circuit and Ohms law, the cell current can be expressed

by [133]

Icell(t) =
Voc −

√
V 2
oc − 4 ·R0 · Pcell(t)

2 ·R0

(3.17)

in which Pcell is cell power in Watt. Thus, battery SOC, which is the main

dynamics of the optimal control problem, is calculated as

SOC(t) = SOC0 −
1

Qcell · 3600
·
∫ t

0

Icell(τ) · ηbatt(sign[Icell(τ)])dτ (3.18)

with the convention that Icell is positive when discharging. SOC0 is the initial

value of SOC and Qcell is the nominal cell capacity in ampere-hours. ηbatt is the

Coulombic efficiency, which is dependent on the sign of current.

Assuming that each cell is identical in the battery pack, the battery current and

power can be described as

Ibatt = Icell ·Np (3.19)

Pbatt = Pcell ·Np ·Ns (3.20)

in which Np and Ns are number of cell in parallel and number of cell in series

respectively. In this study, Np = 2 and Ns = 54 resulting in total nominal battery

energy capacity of 0.82 kWh.
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Figure 3.7: Cell Open Circuit Voltage

3.2.2 Battery thermal model

Based on the electric circuit model and thermal dynamics of the battery , the

power generating heat and battery temperature can be calculated from the equations,

q̇batt = R0 · I2cell ·Ns ·Np (3.21)

θ̇batt =
q̇batt + hbatt · Asurface · (θcool − θbatt)

Mbatt · Cpbatt
(3.22)

where all the parameters and values are listed in Table
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(a) R0, charging

(b) R0, discharging

Figure 3.8: Cell Internal Resistance
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Table 3.4: Battery Thermal Model Parameters

Parameter Description Value Unit

hbatt Heat transfer coefficient 30 W/m2 ·K

Asurface Battery surface area 0.32 m2

Mbatt Pack mass 7.88 kg

Cpbatt Specific heat 825 J/kg ·K

θcool Coolant temperature Depending on environment ◦C

3.2.3 Battery capacity degradation model

Battery aging, resulting in capacity decay and internal resistance increase, orig-

inates from multiple and complex mechanisms. In HEV/EV applications, there are

two aging situations: storage and cycling. The focus of this study is on reducing

battery capacity degradation during vehicle operation, so a control-oriented cycling

capacity loss model is introduced in this section.
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Table 3.5: Battery Aging Experiment Data

DATA ¯SOC[%] Īc[1/h] θ̄[ ◦C]

Profile A 38.5 2.8 36

Profile B 42.0 3.0 38

Profile C 68.0 6.0 45

Figure 3.9: Curve fitting result of identified aging model with the experimental data
[141]
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Aging models for lithium-ion batteries can be classified into two categories, namely,

physical-chemical models and empirical models. Physical-chemical models are usually

developed to study or describe a single aging mechanism inside the cell [91, 90]. For

instance, a first-principles capacity fade model is developed based on the mechanism

for SEI growth [121]. This type of models are helpful in understanding of aging under

different modes as well as the effect of an aging source on different aspects of the cell

performance. Such first-principles models have limitations such as the requirement

of a detailed model of the aging processes and often require long computation time.

To remedy these shortcomings, various empirical and semi-empirical models have

been proposed [20, 34], These models are developed by considering simplified physi-

cal relations in the model by fitting the parameters of the model with experimental

data obtained from aging tests, resulting in a set of equations that describe the main

degradation mechanisms. Due to the favorable compromise between simplicity and

accuracy, semi-empirical models are employed in the control-oriented models used in

this study. We start from a generic model initially proposed in [147], which has the

form

Qloss = B · exp(−Ea
R · θ

) · (Ah)z (3.23)

where Qloss is the battery capacity loss in percentage with respect to the nominal

capacity, B is a pre-exponential factor, Ea is the activation energy in J · mol−1 ,

R is the gas constant, θ is the battery temperature expressed in Kelvin, Ah is the

Ah-throughput, and z is the power law factor.

The cycle life of the battery is usually characterized in a laboratory setting where

the battery is subjected to standard or synthetic test profiles that do not necessarily
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mimic real cycling conditions. In order to capture the battery aging effects under

HEV operating conditions as well as to incorporate dependence on SOC, the generic

aging model is calibrated on battery aging data obtained from a charge sustaining

HEV, and the data is reported in Table 3.5 where profile A and B are from [53] and

profile C is from [137]. The data of profile A represents the battery operation in an

actual city driving conditions in Gothenburg, Sweden, whereas profile B illustrates

battery usage in a load cycle designed over a stochastic process model for HEVs. The

data of profile C is an outcome of experimental test of batteries with load conditions

from a real HEV driving cycle. The three profiles use the same type of battery,

which is LiFePO4 cell (ANR26650) from A123 system, and are specified in terms of

average state of charge, ¯SOC, average C-rate, Īc and average battery temperature, θ̄.

Following a two-step curve fitting procedure, the result is shown in Fig.3.9 and the

identified aging model [141] has the form of

Qloss.% = (α · SOC + β) · exp(−31700 + 163.3 · Ic
R · θ

) · Ah0.57 (3.24)

α =

{
1287.6, SOC 6 0.45
1385.5, SOC > 0.45

β =

{
6356.3, SOC 6 0.45
4193.2, SOC > 0.45

3.3 Vehicle cabin and battery thermal model

When a vehicle is parked under a clear sky, the thermal load due to solar radiation

may be greater than the load due to conduction between the surroundings and the

vehicle cabin especially in summer, which makes the battery experience higher tem-

perature than the ambient temperature. Cabin thermal models have been developed
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using numerical methods and lumped-parameter approaches to design, analyze and

control of air conditioning (AC) systems for passenger thermal comfort, reduction

of fuel consumption and tailpipe emissions and so on. In the context of studying

the impact of temperature on battery life in a parked vehicle , lumped-parameter

approaches have been adopted. A lumped capacitance thermal network approach is

used to model the vehicle cabin and battery thermal model [98], which is illustrated

in Fig. 3.10. The solar radiation load Q̇rad has three components, which are direct

radiation Q̇dir, diffuse radiation Q̇diff and reflected radiation Q̇ref . The mathematical

models for each are described in the following section. The vehicle cabin and battery

thermal models are described in equation (3.25) and (3.26). All the parameters are

calculated based on a regular sedan [98] and listed in Table 3.6.

Mcab · θ̇cab = Q̇rad +
1

Kac

(θamb − θcab) +
1

Kbc

(θbatt − θcab) (3.25)

Mbatt · θ̇batt= q̇batt +
1

Kbc

(θcab−θbatt)+
1

Kab

(θamb−θbatt)

+ U · (θcool − θbatt)
(3.26)

50



www.manaraa.com

Figure 3.10: Vehicle Cabin and Battery Thermal Load
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Table 3.6: Vehicle Cabin and Battery Thermal Model Parameters

Parameters Description Value

Q̇rad Solar radiation load Time and location
dependent

q̇batt Heat generated
by battery

Control input

θamb Ambient temperature Time and location
dependent

θcab Cabin temperature Output of model
θbatt Battery temperature Output of model
θcool Coolant temperature 25 ◦C
Mcab Thermal mass of

Vehicle cabin
10177 J/K

Mbatt Thermal mass of
battery pack

52827 J/K

Kac Effective heat transfer
coefficient between
ambient and cabin

1.316 W/K

Kbc Effective heat transfer
coefficient between
battery and cabin

0.753 W/K

Kab Effective heat transfer
coefficient between

ambient and battery

0.511 W/K

U Effective heat transfer
coefficient between

battery and cooling system

Fan setting
dependent
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Figure 3.11: Representation of the direct solar radiation component

3.3.1 Solar radiation load

The solar radiation load Q̇rad consists of direct solar radiation Q̇dir, diffuse solar

radiation Q̇diff and radiation reflected by road Q̇ref . Each of them is calculated as

[70]:

Q̇dir =
∑

surface

S · τ · İdir (3.27)

Q̇diff =
∑

surface

S · τ · İdiff (3.28)

Q̇ref =
∑

surface

S · τ · İref (3.29)

in which S is the incidence surface, τ is the surface area transmissibility and İ(·)

is based on the mathematical equations as the following:

İdir = A · exp(−B sec θz) (3.30)
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İdiff =
1

2
· C · İdir · (1 + cos β) (3.31)

İref =
1

2
· ρg · (İdir + İdiff ) · (1− cos β) (3.32)

The parameters and description are listed in Table 3.7. A, B and C are constants

tabulated in ASHRAE Handbook of Fundamentals [4]. Both Zenith angle and angle

of incidence beam are dependent on location and time. The related information can

be found in National Solar Radiation Database (NSRDB) from National Renewable

Energy Laboratory. NSRDB is a serially complete collection of meteorological and

solar irradiance data sets for the United States and a growing list of international

locations.The data base contains hourly data of the solar position (Fig. 3.12). The

value of ground reflectivity ρg is approximately 0.2 based on [4].

Table 3.7: Parameters in Solar Radiation Calculation

Parameter Description

A Apparent solar irradiation

B Extinction coefficient

C Diffuse radiation factor

θz Zenith angle as shown in Fig. 3.11

θi The angle of incidence beam

β The surface angle with horizontal

ρg Ground reflectivity
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Figure 3.12: Apparent Daily Path of the Sun

3.3.2 Generic Cabin Geometry

The ambient conditions influence the cabin temperature through convection and

conduction through the vehicle roof, glass surfaces, bottom surface, and doors. The

information about the vehicle geometry and characteristics are necessary to calculate

the solar radiation load. The geometry associated with a simple vehicle is used, which

is shown in Fig. 3.13. Table 3.8 gives the actual values of the associated surface areas,

and surface angles in relation to vertical axis. In addition, the following modeling

assumptions are made:

• The vehicle is parked with the windshield facing south.

• The glass transmissibility is approximately 0.8 [4].

• The vehicle body transmissibility is approximately zero.
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Figure 3.13: A Generic Vehicle Surface Geometry [70]

Table 3.8: Surface Area and Angles

Surface No Surface Area m2 Angle λ ◦

A1 Windshield 0.98 40

A2 Roof panel 1.40 90

A3 Rear window 0.71 60

A4 Front window 0.23 · 2 15

A5 Side window 0.21 · 2 15

A6 Rear side window 0.05 · 2 15

A7 Side panel 0.99 · 2 0

A8 Floor 2.10 90
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3.3.3 Vehicle cabin temperature simulation

With the generic cabin thermal model described above and the available environ-

ment information from NSRDB, a simulation platform is developed in Simulink R©.

The inputs to the model include:

• Hourly ambient temperature

• Hourly direct and diffuse solar radiation

• Hourly solar position

• Battery charging current

The output from the model is the vehicle cabin temperature as well as battery

temperature. As an example, a hot day in Phoenix Arizona is simulated. The environ-

ment conditions are shown in Fig. 3.14. In this case, we assume no battery charging

event, thus the vehicle cabin temperature has the profile in Fig. 3.15. It is clear that

the vehicle cabin temperature can be much higher than the ambient temperature,

which is critical when considering battery aging condition during charging.
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(a) Ambient temperature

(b) Solar radiance

(c) Solar angle

Figure 3.14: Environment Conditions in Phoenix Arizona
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Figure 3.15: Vehicle Cabin Temperature
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3.4 Vehicle Model Integration

In order to simulate the vehicle performance and estimate fuel consumption, it is

necessary to have an integrated and system-level vehicle model, which includes all the

powertrain components described previously. A forward, quasi-static approach [123]

is used in developing the vehicle simulation platform in Simulink R©. The simulator

has four main functional blocks: driver, vehicle controller, powertrain and vehicle

dynamics.The overall simulator structure is shown in 3.17.

When simulating vehicle performance, the driver will operate the vehicle to follow

a given cycle, and the driver is modeled and implemented as a PI controller. The

desired speed (input from driving cycle) is compared to the actual vehicle speed, and

acceleration or barking commands are generated accordingly to follow the cycle speed

profile. The pedal signal is a number between 0 and 1, which spans the powertrain

torque output as well as the braking torque. A sample driving demonstrating the

pedal signal along with vehicle speed profile is shown in Fig. 3.16. The driver’s com-

mand is an input to the supervisory controller block, which is responsible of issuing

the actuator setpoints (engine, electric machine, CVT and friction braking) to the

rest of the powertrain components, which provide the total traction force. Finally,

the force is applied to the vehicle speed dynamics (3.1), which yields the acceleration

at the wheel with the road load information.

The supervisory controller is the focus of this study, in which optimal torque split

between IC engine and electric machine and optimal CVT ratio are determined. The

structure of the controller is illustrated in Figure 3.18. There are four control modules
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Figure 3.16: Vehicle Pedal Signal and Speed Profile

61



www.manaraa.com

Figure 3.17: Vehicle Simulator Schematic
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Figure 3.18: Vehicle Supervisory Controller
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inside supervisory controler: charge-sustaining mode control, braking mode control,

CVT control and torque limits control. The operation of the vehicle is divided into

charge-sustaining mode and braking mode based on the pedal position. In charge-

sustaining mode, the acceleration pedal position is translated into driver’s torque

request based on the current powertrain torque limits. Then optimal torque split

is determined by solving the optimal control problem, which is presented in later

chapters. In braking mode, the braking pedal position is interpreted based on the

map shown in Figure 3.19. The total braking torque is splited between the front and

rear axles based on the geometry of the vehicle using equations:

Tfront = Tbrk · (
b

l
+
h

l
· Tbrk
Mveh · g

) (3.33)

Trear = Tbrk · (
a

l
− h

l
· Tbrk
Mveh · g

) (3.34)

where all the parameters and values are listed in Table 3.9. Since the vehicle

being modeled is front-wheel-driving, only the braking torque on the front axle Tfront

is subjected to regenerative braking control.

To demonstrate the output from the simulator, some variables of interest are

shown in Figure 3.20 and Figure 3.21.
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Figure 3.19: Braking Force & Braking Pedal Position

Table 3.9: Braking Torque Split Parameters

Parameter Description Value Unit

Mveh Mass of vehicle 1294 kg

g Gravitational acceleration 9.81 m/s2

l Length of vehicle 4.5 m

a Distance of front axle from center of mass 1.04 m

b Distance of rear axle from center of mass 1.62 m

h Height of center of mass above ground 0.58 m
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Figure 3.20: Variables Related to Powertrain Operation
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Figure 3.21: Variables Related to Battery Operation
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3.5 Summary

A hybrid vehicle simulation system can be realized at varying level of fidelity de-

pending on the requirements and objectives, but the basic system consists of models of

the engine, motor/generator, transmission, final drive, wheel/tire, vehicle, and driver.

The driver model outputs the vehicle demand power to the energy management based

on the difference between the desired vehicle speed and actual vehicle speed. The

energy management determines the required power from the engine and electric ma-

chine, respectively. The powertrain models respond to the power commands and the

energy storage system provides the battery’s SOC and terminal voltage. The vehicle

performance, such as fuel economy, drivability, battery aging and emissions, is highly

dependent on the energy management strategies, which are studied in the following

chapters.
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Chapter 4: Optimal Control Problems for Hybrid and

Electric Vehicles with Consideration of Battery Aging

In this chapter, the energy management problem in hybrid electric vehicles is for-

mulated as an optimal control problem in which the control algorithm is required

to tradeoff between two objectives: minimizing fuel consumption, and minimizing

battery degradation. To find a solution to this problem, a control-oriented and ex-

perimentally validated battery capacity degradation model is linked to the design of

energy management strategy; the model is parametrized using experimental data that

corresponds to the real HEV driving conditions. The energy management strategy

focuses on charge-sustaining operating mode, which could apply equally well for HEV

and plug-in HEV in charge-sustaining phase.

Two solutions of the optimal control problem are obtained and comparisons be-

tween the two solutions are conducted. In one case, the transmission shift ratio is

pre-computed in advance of the optimal solution, while the transmission shift ratio

is optimized as part of the optimal energy management strategy. Simulation-based

results are presented and analysed to evaluate the benefits of different strategies. Im-

portant insights into the interdependency of battery aging and vehicle operation are
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discussed to explore tradeoffs between fuel economy and battery capacity loss.

The optimal control problem formulation is presented first and followed by the

analysis of the solutions obtained from four driving schedules, which helps draw con-

clusions about the nature of the optimal solutions; there results will be useful in a

later chapter when a real-time implementable strategy is designed. In the second half

of the chapter, we turn to another optimal control problem that minimizes battery

capacity degradation in PHEVs while charging and compare the optimal charging

strategy with the existing charging scenarios. Thus this chapter presents a complete

set of optimal control problems related to xEVs with consideration of battery aging.

4.1 Design of objective function

The objectives of the optimal control problem formulated and solved are twofold:

minimizing fuel consumption, while minimizing battery capacity degradation. A cru-

cial step in formulating such optimal control problem consists in the development of

a model to properly quantify the battery wear to be included in the cost function. In

this work, an Ampere-hour throughput-based capacity degradation model is adopted,

which is described in section 3.2.3. The assumption behind the throughput model is

that a battery is able to withstand a certain amount of energy throughput subjected

to a constant operating condition before it reaches the end of life. This is equivalent

to have the battery last a number of charging and discharging cycles. It is clear

that operating conditions dictate battery aging phenomena, thus different battery

life durations are expected when the battery is operated under different inputs and

environmental conditions. The concept of severity factor is utilized to quantify the
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relative aging effect with respect to a nominal operating condition. If the-end-of-life

of a battery is defined as a certain percentage capacity drop from its initial value,

then battery life with respect to a nominal cycle can be characterized by the total Ah-

throughput when the battery reach the-end-of-life [132] [104]. The nominal battery

life Γ in terms of Ah-throughput can be expressed as

Γ =

∫ EOL

0

|Inom(t)|dt (4.1)

where Inom is the current profile under nominal conditions.

When conditions are different than the nominal scenario, the amount of Ah can

be delivered before the end-of-life will be different, which can be represented by

γ =

∫ EOL

0

|I(t)|dt (4.2)

where γ(I, θbatt, SOC) is the battery life given in terms of Ah-throughput corre-

sponding to specific operating conditions given in terms of current I, temperature

θ and SOC [132] [104]. The relative aging effects of any load cycles the battery is

subject to can be reflected by severity factor defined as:

σ(I, θbatt, SOC) =
Γ

γ(I, θbatt, SOC)
=

∫ EOL
0
|Inom(t)|dt∫ EOL

0
|I(t)|dt

(4.3)

When the battery is undergoing a more severe load cycle, the severity factor is

greater than one and a shorter life is expected. The concept of severity factor to ex-

press the relative aging effect of a specific load cycle was initially proposed in [132][88].
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The severity factor σ can be obtained empirically using the aging model in (3.24).

If, for example, the end-of-life is defined as 20% loss of capacity and the nominal

conditions defined in this study are Ic,nom equals to 1C, SOCnom = 0.5 and θnom =

25 ◦C, then the nominal battery life Γ can be calculated as

Γ =

[
20

(α · SOCnom + β) · exp(−31700+163.3·Ic,nom

R·θnom
)

] 1
0.57

(4.4)

Battery life under different load conditions could be computed as follow if we knew

the actual values of SOC, Ic and θbatt

γ =

[
20

(α · SOC + β) · exp(−31700+163.3·Ic
R·θbatt

)

] 1
0.57

(4.5)

If we then compute γ(SOC, Ic, θbatt) for various values of each variable, we could

derive the value of the severity factor defined in (4.3). The shape of the severity factor

is shown in Figure 4.1 with two different battery temperature values.

In order to give the effective life depletion due to charge exchange within the

battery, we define effective Ah-throughput as in [104]:

Aheff (t) =

∫ t

0

σ(Ic, θbatt, SOC) · |I(τ)|dτ (4.6)

Efective Ah-throughput gives the effective life depletion with respect to the nom-

inal life defined by Γ. Thus the battery will reach the end of life when Aheff (t) = Γ,

and the objective of minimizing battery aging is equivalent to minimizing Aheff (t)

[133].

Considering fuel economy and battery aging simultaneously requires defining a

suitable cost function. We propose a cost function which has the form of
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Figure 4.1: Severity Factor Map
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J =

∫ tf

0

α · ṁf (t)− ¯̇mf

mf,diff

+ (1− α) · σ(t) · |Icell(t)|
Aheff,diff

dt (4.7)

The first term represents fuel cost while the second term can be interpreted as

battery aging cost. The parameter α is a weighting factor which can take on any

value between 0 and 1. One can continuously trade off between these two costs by

varying the value of α, which should yield a Pareto front [92]. In order to make these

two terms numerically comparable, normalization is performed for both. The idea

is that the two terms are normalize by the differences of optimal function values in

the Nadir and Utopia points that give the length of the intervals where the optimal

objective functions vary within the Pareto optimal set [52]. As a result, ¯̇mf is the

average fuel flow rate in g/s corresponding to the best fuel economy case, which is

when α = 1, and which is the worst case in terms of battery aging. Theoretically, in

the minimum aging case, i.e. α = 0, the vehicle operates as a conventional vehicle

without using the battery, which should yield zero aging effects and worst fuel econ-

omy. Then mf,diff represents the difference in fuel consumption between the best and

worst case while Aheff,diff is the difference in aging cost. This normalization scheme

provides the best normalization results as one normalizes the objective functions by

the true intervals of their variation over the Pareto optimal set. Intuitively, it is not

difficult to see that the two terms after normalization will be bounded by 0 and 1,

will have the comparable magnitude in the weighted objective function.
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4.2 States and constraints

There are many state variables in a hybrid powertrain. The dimension of the state

vector is dictated by the objective or the required level of accuracy [85, 57]. The sys-

tem is often treated as quasi-stationary, if fuel consumption is the main concern.

State variables, which represent the dynamic behavior of the electric motor and the

ICE, have much faster dynamics than that of the main energy flows in an HEV and,

therefore, are not considered in this situation. In the traditional fuel-minimization-

focused problems, it is acceptable that battery SOC is considered as the only state

variable. However, in this work, reducing battery aging effect is another target in

addition to fuel minimization. Therefore, battery temperature, which is an essential

factor related to battery aging, is included as the second state variable in this optimal

control problem. The state dynamics is described in 3.18 and 3.22 respectively.

The state constraints emphasise the fact that the state of charge should remain

within an acceptable range during the trip:

SOCmin 6 SOC(t) 6 SOCmax ∀t ∈ [0, tf ] (4.8)

The maximum and minimum value of the state of charge are constant during the

driving and are set to SOCmin = 0.3 and SOCmax = 0.7. The terminal constraints

states that the initial and final state of charge should be close (ideally equal) in a

charge-sustaining vehicle.

SOC(0) = SOC(tf ) = SOC0 (4.9)
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The value of SOC0 is set to 0.5.

Regarding the battery temperature θbatt, there is no constraint applied in terms of

minimum and maximum allowable temperature. The battery pack is air-cooled with

a fixed coolant temperature that is dependent on the ambient conditions. Thus the

battery temperature evolves based on 3.22 with initial condition θbatt(0) = θbatt,0.

4.3 Control and constraints

The system analysed in this work is a parallel pre-transmission hybrid, and the

vehicle architecture is shown in Fig.3.1. The engine and electric machine are mounted

on the same shaft which connects to the continuously variable transmission (CVT)

through a torque damper. A CVT provides an infinite number of transmission gear

ratios within the limits of the device. This is in contrast to a stepped automatic

or manual transmission. Thus, in addition to torque split, the CVT ratio adds one

more degree of freedom to the system, which makes engine speed or the main shaft

speed independent of wheel speed. Thus the available free inputs are electric machine

torque Tem, and CVT ratios rcvt.

The constraints on the control inputs first come from the physical limits that

should be always respected:

Temmin
(ωem(t)) 6 Tem(t) 6 Temmax(ωem(t)) (4.10)

rcvtmin
6 rcvt(t) 6 rcvtmax (4.11)
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In addition, the driver’s demand should always be satisfied, which includes road

torque request and vehicle speed profile:

Troad(t) = (Tice(t) + Tem(t)) · ηkcvt · rcvt(t) · rdiff + Tbrake(t) (4.12)

ωice(t) = ωem(t) = ωwh(t) · rcvt(t) · rdiff (4.13)

As CVT ratio connects the engine speed and electric machine speed to wheel

speed, it should guarantee that both engine speed and electric machine speed stay in

their limits while meeting the wheel speed profile.

4.4 Sequential optimization strategy

For the strategy studied in this section, the CVT ratio is not considered as part

of the optimal control problem and instead it is optimally determined before torque

split by way of a static optimization. Therefore, this strategy is called sequential

optimization strategy.

4.4.1 Problem formulation

In a hybrid architecture with a fixed number of step transmission, the engine

crankshaft speed is known once the wheel speed profile is known, thus only the torque

split between engine and electric machine needs to be optimized. In this type of prob-

lems, optimization for minimizing fuel consumption and optimization for maximizing

engine efficiency are not equivalent, because for a given engine speed the torque that

yields minimum fuel consumption is not necessarily the torque that gives the best
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efficiency, which can be understood by comparing the engine fuel consumption map

with the engine efficiency map in Figure 4.2. However, when both engine torque

and engine speed are controllable, as in this hybrid architecture with a CVT, min-

imization of fuel consumption and maximization of engine efficiency are equivalent

due to the fact that for a given power, the engine operating point (Tice, ωice) that

yields the minimum fuel consumption has to be the point that gives the best efficiency.

In the sequential optimization strategy, the continuously variable transmission is

controlled to keep the internal combustion engine operating at low fuel consumption

points by tracking the optimal operation line (OOL) [21], which is shown in Figure 4.3.

The OOL can be calculated from the engine map by minimizing the fuel consumption

or maximizing the efficiency for a set of power outputs. As indicated by the Figure. 4.3

(a), the best efficiency of the engine is around 35%, which is located at a relatively high

speed region. The selected engine has an uncommon efficiency map, which manifests

in the following way: the isoefficiency line of 30% dips down around ωice = 4300,

which makes the OOL goes down at that region and in addition, this engine has

high efficiency at very high speed (4.3 (a)). The engine maps (fuel consumption

and efficiency) are acquired from the Powertrain System Analysis Toolkit (PSAT)

developed by Argonne National Laboratory. The engine is particularly selected to

demonstrate the engine behavior with the optimal control strategies, however, the

methodology introduced in this work is not restricted to a particular vehicle model.

Based on the OOL, the optimal engine speed for a given power requirement and

vehicle speed can be decided. The OOL tracking strategy is implemented as a 2-D

look-up table, which is illustrated in Figure. 4.4. Thus instead of being considered
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Figure 4.2: Engine Fuel Map And Efficiency Map

as a decision variable in the optimal control problem, CVT ratio is formulated as a

disturbance. Since the CVT ratio is determined before the torque split, the engine

will operate around the OOL instead of being exactly on the OOL.
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(a)

(b)

Figure 4.3: Engine Optimal Operation Line
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Figure 4.4: Map of CVT Ratio as A Function of Engine Power and Output Speed
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Based on the previous assumptions and models, the complete optimal control

problem statement is the following:

min :

∫ tf

0

α · ṁf (t)− ¯̇mf

mf,diff

+ (1− α) · σ(t) · |Icell(t)|
Aheff,diff

dt

subject to

˙SOC(t) = − Icell(t)

Qcell · 3600

θ̇batt(t) =
q̇batt(t) + hbatt · Asurface · (θcool − θbatt(t))

Mbatt · Cpbatt
Troad(t) = (Tice(t) + Tem(t)) · ηkcvt · γcvt(t) · γdiff + Tbrake(t)

0 6 Tice(t) 6 Ticemax(ωice(t))

Temmin
(ωem(t)) 6 Tem(t) 6 Temmax(ωem(t))

Tbrake(t) 6 0

Icellmin
6 Icell(t) 6 Icellmax

SOCmin 6 SOC(t) 6 SOCmax

SOC(0) = SOC0

SOC(tf ) = SOC0

θbatt(0) = θbatt,0

(4.14)
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Thus the optimal control problem can be reduced to the mathematical form:

u∗ = argmin
u

: J =

∫ tf

0

α · ṁf (u, t)− ¯̇mf

mf,diff

+ (1− α) · σ(x, u, t) · |Icell(x, u, t)|
Aheff,diff

dt

subject to

ẋ = f(x, u, v)

x(0) = x0

x(tf ) = xT

x(t) ∈ χ

u(t) ∈ U
(4.15)

where

x =

[
SOC
θbatt

]
u = Tem v =

Troadωwh
rcvt


where x is the state vector, u is the control input, v is the measured disturbance.

χ and U are defined as the admissible state and control sets respectively. As this

control strategy is designed for charge sustaining operation mode, SOC at the end of

one trip is required to equal to that at the beginning, which is formulated as a hard

constraint.

4.4.2 DP solution

As an approach that guarantees global optimality, Dynamic Programming is ap-

plied to solve the optimal control problem. Applying dynamic programming to the

system (4.15) corresponds to finding the optimal sequence of the appropriate deci-

sion variable backward in time with the knowledge of future driving conditions. The

problem setup for dynamic programming requires a discrete-time description of the
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system, and a discrete set of values for the decision variables. The procedure is illus-

trated next.

Consider the discrete-time system described by a discretized version of (3.18) and

(3.22):

SOC(k + 1) = SOC(k)−∆t · Icell(k)

Qcell

, k = 0, . . . , NT − 1 (4.16)

θbatt(k + 1) =θbatt(k)+

∆t · I
2
cell(k) ·R0 ·Ns ·Nr + U · Asurface · (θcool − θbatt(k))

Mbatt · Cpbatt
, k = 0, . . . , NT − 1

(4.17)

where ∆t the sampling time, NT the length of the optimization horizon in number

of samples, which is calculated as

NT =
tf − 1

∆t
+ 1 (4.18)

Thus, k indicates the value of the variable at the kth time step. The states of the

system are discretized and can only take one of the finite number of values between

the minimum and the maximum. The set of values can be defined as

SOCj = SOCmin + (j − 1)
SOCmax − SOCmin

NSOC − 1
, j = 1, . . . , NSOC (4.19)

θjbatt = θbatt,min + (j − 1)
θbatt,max − θbatt,min

Nθ − 1
, j = 1, . . . , Nθ (4.20)
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where NSOC and Nθ are the number of available grid point at each time step for

SOC and θbatt respectively. The control input, Tem, needs to be discretized between

the admissible range as well.

T iem = Tem,min + (i− 1)
Tem,max − Tem,min

Nu − 1
, i = 1, . . . , Nu (4.21)

where Nu is the number of available control options at each time step. The control

problem is to minimize the total cost:

min
u(k),k∈{1,...,NT }

NT∑
k=0

α·(ṁf (x(k), u(k))− ¯̇mf ) ·∆t
mf,diff

+(1−α)·σ(x(k), u(k)) · |I(x(k), u(k))| ·∆t
Aheff,diff

(4.22)

with respect to the predefined state grid and control grid. The Dynamic Pro-

gramming algorithm determines the optimal sequence of state of charge, and then, as

a consequence, the electric machine torque that produces it. In this work, a generic

dynamic programming function for Matlab, which is called dpm function [140], is

used to solve the Dynamic Programming problem.

4.4.3 Simulation results

In this work, four driving cycles are studied, which are US06, Federal Urban

Driving Schedule (FUDS), Manhattan and Artemis urban driving schedule. They

represent aggressive driving, urban and city driving conditions, which should be able

to address the performance of the optimal controller in a general way. The ambient

temperature is set to 30C, with the benefit of the optimal controller being more ob-

vious under more aggressive driving conditions and at higher ambient temperatures,

since these are the conditions that cause the battery to see larger C-rate and higher
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cell temperatures.

US06 Driving Schedule

US06 driving schedule was developed to address aggressive, high speed and/or

high acceleration driving behavior, rapid speed fluctuations, and driving behavior

that is often typical of real world high driving. The cycle represents an 8.01 mile

(12.8 km) route with an average speed of 48.4 miles/h (77.9 km/h), maximum speed

80.3 miles/h (129.2 km/h), and a duration of 596 seconds.

Performance results for the Pareto front of the controller that optimally tradeoffs

battery capacity degradation with engine fuel consumption are presented in Figure

4.5 and the numerical results are summarized in Table 4.1 by sweeping the weighting

factor α in (4.22) from 0.1 to 1. This plot indicates that, indeed, there exists a fun-

damental tradeoff between battery capacity degradation and fuel economy. Namely,

effective Ah-throughput can be potentially reduced to zero, which makes the vehicle

function as a conventional one, but at the sacrifice of a measurable decrease in fuel

economy. However, it is possible to reduce the aging effect, or Aheff , by a big per-

centage with only small increase on fuel consumption. If one compares the results

of α = 0.9 with what from α = 1, the effective Ah-throughput is reduced by 46.0%

while the fuel consumption is increased by only around 1%, which is negligible.

To acquire physical insights into the behavior and properties of the optimal con-

trollers, we analyze three solutions from the Pareto set, α = 1, 0.7 and 0.3. The

86



www.manaraa.com

Table 4.1: Dynamic Programming Solution for US06

α Fuel Consumption [g] Aheff

1 563 36.8

0.9 569 19.7

0.8 578 10.9

0.7 586 6.7

0.6 594 4.3

0.5 600 3.0

0.4 608 1.9

0.3 618 1.1

0.2 630 0.4

0.1 636 0.2

Figure 4.5: Dynamic programming solutions for US06 with different α values
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Figure 4.6: Dynamic programming solutions for US06 with different α values
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selected solutions are supposed to represent fuel optimal case, balancing fuel con-

sumption and aging cost case and aging-dominant scenario. Figure 4.6 demonstrates

the profiles of battery SOC and battery temperature along with the vehicle speed. If

we define ∆SOC as the difference between the maximum and minimum points during

one trip, then

∆SOC = max(SOC(t))−min(SOC(t)) (4.23)

With α = 1, the SOC profile is more dynamic and ∆SOC, is around 13.3%. As

α decreases, the SOC trajectory becomes flatter and in addition, the value of ∆SOC

becomes smaller: 10% and 2.9% for α = 0.7 and α = 0.3 respectively. Battery tem-

perature, as one of the most influential factors on battery health degradation, gives a

good demonstration on the effectiveness of the controller in optimally reducing aging

effects by varying the weighting factor, which results in about 20 ◦C difference at the

end of the trip. Generally speaking, the controller achieves lower aging effects by

using less electric energy regardless of the energy flow direction and by choosing the

best timing to use it.

This can be further illustrated by the power split profiles in Figure 4.7. There

are many instances when electric machine provides power assist with α = 1, which

basically keeps the engine operating below 40kW. In the case with α = 0.7, the

electric power assist becomes smaller, while with α = 0.3 there is almost no electric

assistance. On the other hand, if we look at the negative power split, which is be-

tween regenerative power and friction braking power, the recovered energy becomes

less and less as α becomes smaller and smaller. This is due to the fact that battery
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ages whether it is being charged or discharged, and therefore energy from regenerative

braking is not free in the context of reducing battery capacity degradation. It is more

obvious in Figure 4.8, which shows electric machine power from the three cases on

the same axes. If we zoom into the time range between 85s and 110s, it is clear that

electric machine power decreases from both direction as α decreases. Moreover, this

is a charge-sustaining HEV, the net charge flow at the end of the trip should be close

to zero, which makes the discharged energy equal to the sum of the recovered energy

and the energy from engine to battery. As a result, when discharged energy, which is

only for electric assist, becomes less, the recovered energy will drop proportionally.

In fact, with US06 driving cycle, the engine seldom charges the battery regardless

of the value of α. One of the reasons is that the driving cycle is too aggressive that it

is not efficient for the engine to produce excessive power to charge the battery even

with α = 1. More importantly, using engine to charge battery is an event that will

have both fuel cost and battery aging cost, which is not favored by either of the ob-

jectives. The result can be demonstrated by Figure 4.9, which shows the total battery

energy throughput consist of three categories: discharged energy, recovered energy

and energy from engine to battery. For the full range of α values considered, the

amount of energy flowing from engine to battery is negligible. Another observation

is that the total energy throughput decreases with α.

In addition to reducing the total energy usage from the battery, the controller also

tries to bring down the severity factor to save battery life, which can be seen from

Figure 4.10. There are some extremely hight values of severity factor with α = 1,
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Figure 4.7: Power split for US06 with different α values
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Figure 4.8: Electric machine power for US06 with different α values

Figure 4.9: Battery energy throughput for US06 with different α values
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however, with α = 0.7, the optimal controller is able to avoid all the big spikes and

keep the severity factor lower than 10 most of the time. Further reduction can be

observed with α = 0.3. Figure 4.11 gives the distribution of severity factor from

different operating modes on the severity factor map.

Figure 4.10: Battery severity factor profile for US06 with different α values

The CVT ratio is pre-optimized based on vehicle speed and wheel power request

as described in section 4.4.1, and it is depicted in Figure 4.12. The CVT ratio leads

to engine operating points shown in Figure 4.13. It is clear that the engine is tracking

the OOL in all three cases, however, with different values of α, the engine operation

is different. With less electric assist, there are more points at high power in the case

of α = 0.3, and the root mean square value of engine power is 21kW, while in the

case of α = 1, the root mean square value of engine power is 19kW.
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Figure 4.11: Battery severity factor distribution for US06 with different α values
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Figure 4.12: CVT Ratio for US06

Figure 4.13: Engine operating points for US06 with different α values
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Federal Urban Driving Schedule

FUDS simulates an urban route of 7.5 miles (12.07 km) with frequent stops. The

maximum speed is 56.7 miles/h (91.2 km/h) and the average speed is 19.6 miles/h

(31.5 km/h) with a duration of 1372 seconds.

Performance results for the Pareto front of the controller that optimally tradeoffs

battery capacity degradation with engine fuel consumption are presented in Figure

4.14 and the values are listed in Table 4.2. As before, this is achieved by sweeping

the weighting factor α from 0.1 to 1. The Pareto front indicate that a fundamental

tradeoff exists between fuel economy and battery life span for city driving conditions

as well. According to the data in Table 4.2, the controller can reduce the effective Ah

processed by 98% at a cost of 25% more fuel consumption. If one compare the Pareto

front of FUDS (Figure 4.14) with that of US06 (Figure 4.5), the shape is almost the

same, however, for US06, the data points concentrate on the left side while for FUDS

there are more points on the right, which means that aging effect can be substantially

reduced with small weight on aging cost for US06, which is not true for FUDS. If we

choose the performance measure from α = 1 as the nominal conditions, the relative

optimality is defined as the ratio of normalized reduction on effective Ah-throughput

and the normalized increase on fuel consumption

∆Aheff
∆mf

=
Aheffmax − Aheff
Aheffmax − Aheffmin

/
mf −mfmin

mfmax −mfmin

(4.24)

where Aheffmax and mfmin
correspond to effective Ah-throughput and fuel con-

sumption with α = 1, Aheffmin
and mfmax correspond to effective Ah-throughput and

fuel consumption with α = 0.1. The results are shown in Figure 4.15. The higher the
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Figure 4.14: Pareto Front for FUDS

Table 4.2: Dynamic Programming Solution for FUDS

α Fuel Consumption [g] Aheff
1 352 10.8

0.9 352 10.3
0.8 354 9.3
0.7 361 6.9
0.6 372 4.9
0.5 385 3.3
0.4 401 1.9
0.3 416 1.0
0.2 434 0.3
0.1 439 0.2
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relative optimality is, the more battery life can be saved with 1 gram of fuel sacrifice.

The high relative optimality is achieved at high α values for US06, which pushes

the points on the Pareto front to the left quickly and makes the Pareto front flat at

high α values. On the other hand, the relative optimality is low at high α values for

FUDS, which keeps more data points at lower right corner on the Pareto front. The

reason for missing data point at α = 0.9 for FUDS is that the performance measure

for α = 0.9 is too close to that for α = 1, which is removed to avoid dividing by zero.

Figure 4.15: Relative Optimality for US06 and FUDS

In order to gain insights on the property of the optimal controller, three solutions

are analyzed from the Pareto set, α = 1, 0.5, 0.2. Figure 4.16 portrays the SOC tra-

jectories and battery temperature evolutions along with the speed profile. As before,
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the fuel optimal case, α = 1, has the most dynamic profile of SOC with ∆SOC

around 10%. As α decreases, ∆SOC becomes smaller, which is 4.8% and 1.2% for

α = 0.5 and α = 0.2 respectively. It is clearly shown that the optimal controller is

able to keep battery temperature within a much lower range when the weighting on

aging cost goes up.

The behavior of the system states can be further understood by analyzing the

power split profile, which is depicted in Figure 4.17. The same trend can be observed

as for the US06 cycle, which is that the usage of electric energy is reduce both direc-

tions (positive and negative) as α becomes smaller. When electric power is restricted

by the controller at low α value, the electric power is mainly used to launch the vehicle

other than assist the engine (Figure 4.18). The reason lies in the nature of the FUDS

cycle, which is characterized by frequent start-stop other than high power require-

ment. The total battery energy throughput is shown in Figure 4.19. As before, the

total battery energy throughput decreases with α value and the discharged energy is

mainly compensated by the energy from regenerative braking.

Battery severity factor distribution is shown in Figure 4.20. Basically severity

factor from three different cases is divided into three levels by battery temperature.

Different from US06, the highest severity factor comes from regenerative braking

mode. Again, this is mainly because that the driving cycle does not require high

propulsion power.
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Figure 4.16: Dynamic programming solutions for FUDS with different α values
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Figure 4.17: Power split for FUDS with different α values
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Figure 4.18: Power split for FUDS with α = 0.2

Figure 4.19: Battery energy throughput for FUDS with different α values
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Figure 4.20: Battery severity factor distribution for FUDS with different α values
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The optimized CVT ratio for FUDS is illustrated in Figure 4.21 (a), which leads

to the engine operating points shown in Figure 4.21 (b). The transmission tries to

make the engine operate on the optimal operating line, though it is not always pos-

sible due to the mismatch of the road request and powertrain limits. The average

engine power corresponding to α = 1, 0.5and0.2 are 3.6kW, 3.9kW and 4.2kW. Since

the driving cycle is an urban driving characterized by low power, the engine output

power is low.

Different Driving Cycles

In addition to US06 and FUDS, the results of two more driving cycles are pre-

sented, which are Manhattan city driving and Artemis urban driving schedule. Man-

hattan simulates city bus line of 2.1 miles (3.33 km) with frequent stops. The max-

imum speed is 18.7 miles/h (30.1 km/h) and the average speed is 6.8 miles/h (11

km/h) with a duration of 1089 seconds. Artemis driving cycle is designed based on

European real world driving patterns, which is consist of three driving schedules: (1)

Urban, (2) Rural road and (3) Motorway. In this work the urban schedule is selected,

which has a duration of 920 seconds and distance of 2.8 miles (4.47 km). The maxi-

mum speed and average speed of Artemis urban are 36 miles/h (58 km/h) and 10.9

miles/h (17.5 km/h) respectively.

The performance of four driving schedules are summarized and listed in Table 4.3.

The Pareto front for each driving cycle is graphically represented in Figure 4.22. The

Pareto front is pretty flat at the right hand side for both Manhattan and Artemis

urban driving cycles, which means that battery aging effects can be dramatically
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(a) CVT Ratio for FUDS

(b) Engine operating points for FUDS with different α values

Figure 4.21: Transmission and Engine Operation for FUDS
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reduced without sacrificing much on fuel consumption. In fact, if we look through

α = 0.6−1 of Artemis-urban cycle, there is almost no extra fuel cost to achieve about

34% saving on aging. This observation implies that electric assist and regenerative

braking can be done in a more intelligent way with a battery aging-conscious con-

troller, which has no negative impact on the fuel economy.

As shown in Figure 4.23, some amount of energy from engine to battery can be

observed when fuel cost is emphasized in the Manhattan driving cycle. This is due

to the fact that the Manhattan driving is characterized by low speed, low power and

frequent stop-start, thus the benefit of electric assist in terms of saving fuel is signifi-

cant. Therefore controller intends to bring engine to higher power and more efficient

operating regions to produce excessive power and save it in the battery for appropri-

ate electric assist. It is safe to assume that more energy from engine to battery can

be observed, if the driving condition is more city-driving-like.

The optimal controller improves battery life not only by reducing the usage of

electric energy but also by optimally choosing when and how to use electric energy.

This can be proved by comparing the effective Ah-throughput and battery energy

throughput from different α values. For instance, in Manhattan driving cycle, the

Aheff with α = 0.7 is reduced by 15% compared with that with α = 1. However,

the amount of battery energy throughput with α = 0.7 is only reduced by 6.4% com-

pared with the case with α = 1. Moreover, in the Artemis urban driving schedule,

with α = 0.7, the Aheff is 37.6% less than that from α = 1, but the battery energy

throughput is only 9.6% less (Figure 4.24). This observation indicate that, with the
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Table 4.3: Summary of DP Results

US06 FUDS Manhattan Artemis-urban
α Fuel [g] Aheff Fuel [g] Aheff Fuel [g] Aheff Fuel [g] Aheff
1 563 36.8 352 10.8 111 4.1 156 10.1

0.9 569 19.7 352 10.3 111 3.7 156 9.6
0.8 578 10.9 354 9.3 111 3.6 158 8.0
0.7 586 6.7 361 6.9 112 3.5 161 6.3
0.6 594 4.3 372 4.9 116 2.7 166 4.9
0.5 600 3.0 385 3.3 123 2.0 173 3.6
0.4 608 1.9 401 1.9 136 1.2 182 2.4
0.3 618 1.1 416 1.0 145 0.7 194 1.4
0.2 630 0.4 434 0.3 155 0.3 210 0.5
0.1 636 0.2 439 0.2 156 0.3 219 0.2

Figure 4.22: Pareto Front
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same battery energy-throughput, less aging effects can be achieved by optimally using

the energy.

4.4.4 Summary

In this section, an optimal control-based energy management strategy for HEVs

is analyzed, which explicitly tradeoffs fuel consumption and battery capacity degra-

dation. The method is called sequential optimization due to the fact that the ratio of

a continuously variable transmission is pre-solved based on engine optimal operating

line. The observations from the simulation results are:

• There exists a fundamental tradeoff between fuel economy and battery aging;

• The optimal controller reduces battery aging effect by either bringing down the

total battery energy throughput or reducing the severity factor;

• It is possible to save battery life at virtually no cost of fuel economy, if an

appropriate weighting factor is assigned to each objective;

• The optimal controller tries to avoid using the engine to charge the battery

when aging cost is emphasized.
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Figure 4.23: Battery energy throughput for Manhattan with different α values

Figure 4.24: Battery energy throughput for Artemis-urban cycle with different α
values
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4.5 Systematic optimization strategy

While the CVT ratio is determined by the engine OOL, which aims to achieve

minimum engine fuel consumption for a given engine power in the sequential opti-

mization strategy, the CVT ratio is considered as a second control input in addition

to torque split in the approach introduced in this section, which is called systematic

optimization strategy. Instead of shifting only for best engine efficiency, the CVT

ratio is optimally selected to account for the overall powertrain efficiency including

the instances when regenerative braking is taking place.

4.5.1 Problem formulation

The objective function to be minimized is still (4.7), and the complete optimal

control problem statement is (4.25). The difference lies in that rcvt(t) is a control

variable instead of a disturbance, thus additional constraints on speed are added

including physical limits of two machines and the connection among wheel speed,

engine speed and electric machine speed.
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min :

∫ tf

0

α · ṁf (t)− ¯̇mf

mf,diff

+ (1− α) · σ(t) · |Icell(t)|
Aheff,diff

dt

subject to

˙SOC(t) = − Icell(t)

Qcell · 3600

θ̇batt(t) =
q̇batt(t) + hbatt · Asurface · (θcool − θbatt(t))

Mbatt · Cpbatt
Troad(t) = (Tice(t) + Tem(t)) · ηkcvt · rcvt(t) · rdiff + Tbrake(t)

ωice(t) = ωem(t) = ωwh(t) · rcvt(t) · rdiff

0 6 Tice(t) 6 Ticemax(ωice(t))

Temmin
(ωem(t)) 6 Tem(t) 6 Temmax(ωem(t))

Tbrake(t) 6 0

ωicemin
6 ωice(t) 6 ωicemax

ωemmin
6 ωem(t) 6 ωemmax

rcvtmin
6 rcvt(t) 6 rcvtmax

Icellmin
6 Icell(t) 6 Icellmax

SOCmin 6 SOC(t) 6 SOCmax

SOC(0) = SOC0

SOC(tf ) = SOC0

θbatt(0) = θbatt,0

(4.25)
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One can clearly see the difference comparing the following mathematical expres-

sion with (4.15).

u∗ = argmin
u

: J =

∫ tf

0

α · ṁf (u, t)− ¯̇mf

mf,diff

+ (1− α) · σ(x, u, t) · |Icell(x, u, t)|
Aheff,diff

dt

subject to

ẋ = f(x, u, v)

x(0) = x0

x(tf ) = xT

x(t) ∈ χ

u(t) ∈ U
(4.26)

where

x =

[
SOC
θbatt

]
u =

[
Tem
rcvt

]
v =

[
Troad
ωwh

]
Thus the problem to be solved is the energy management problem formulated as an

optimal control problem with the objective function in (4.7) subjected to the vehicle

model in (3.1)-(3.22) and charge-sustenance condition SOC(0) = SOC(tf ) = SOC0

with SOC0 being the initial state of charge.

4.5.2 PMP solution

As one of the two optimal control theories that can be applied to constrained

optimal control problems, Pontryagin’s Minimum Principle is very powerful in gen-

erating solution candidates with less computational time compared with Dynamic

Programming. Moreover, PMP allows to redefine the global optimal control problem
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in terms of local conditions expressed by equations (2.11)-(2.12) and by the instanta-

neous minimization (2.10), which will help to gain insights on designing the real-time

implementable strategy. Therefore, PMP-based optimal solutions are presented and

analyzed in this section.

According to the problem statement in (4.25), the Hamiltonian is written as:

H =α · ṁf (t)− ¯̇mf

mf,diff

+ (1− α) · σ(t) · |Icell(t)|
Aheff,diff

+ λ1(t) · (−
Icell(t)

Qcell · 3600
)

+ λ2(t) ·
I2cell(t) ·R0 ·Ns ·Nr + hbatt · Asurface · (θcool − θbatt(t))

Mbatt · Cpbatt

(4.27)

where λ1(t) and λ2(t) are co-states correspond to SOC and θbatt respectively. Based

on the necessary conditions for optimal solution, the trajectory of λi should evolve

with the dynamics described in (2.12), which are

λ̇1(t) =− ∂H

∂SOC
= − 1− α

Aheff,diff
· ( ∂σ

∂SOC
· |Icell(t)|+ σ · ∂|Icell|

∂SOC
)

− λ1(t) ·
∂ ˙SOC

∂SOC

− λ2(t)

Mbatt · Cpbatt
· (2Icell ·R0

∂Icell
∂SOC

+ I2cell ·
∂R0

∂SOC
)

(4.28)

λ̇2(t) =− ∂H

∂θbatt
= − 1− α

Aheff,diff
· ( ∂σ

∂θbatt
· |Icell(t)|+ σ · ∂|Icell|

∂θbatt
)

− λ1(t) ·
∂ ˙SOC

∂θbatt

− λ2(t)

Mbatt · Cpbatt
· (2Icell ·R0

∂Icell
∂θbatt

+ I2cell ·
∂R0

∂θbatt
− hbatt · Asurface)

(4.29)

All the partial differential terms are pre-calculated and implemented as maps.

The shape of each term is shown in Figure 4.25 and Figure 4.26. The evolution of
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the co-states obtained by integration of (4.28) and (4.29) are used in the definition of

the Hamiltonian function (4.34); in addition to this, the initial co-state values λi(0)

must satisfy all the boundary conditions. In this problem the boundary conditions

are:

SOC(0) = SOC(tf ) = 0.5 (4.30)

θbatt(0) = 30 (4.31)

As the final value of battery temperature (θbatt(tf )) is not specified, the additional

necessary condition for optimality is

λ2(tf ) = 0 (4.32)

To impose boundary conditions on both the state and co-state variables, an iter-

ative procedure is necessary, which is called shooting method. The procedure can be

described as:

1. assign an arbitrary initial value to co-states λi(0);

2. solve the problem by minimizing Hamiltonian and find the corresponding control

sequence;

3. integrate both state dynamic equations and co-state dynamic equations to ob-

tain the value of SOC(tf ) and λ2(tf ), and compare them with the reference

values;

4. repeat the above steps if the boundary conditions are not satisfied.
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The shooting method can be implemented only when future driving conditions

are known a priori, which can be explained by its iterative nature, which also demon-

strates the fact that applying Pontryagins Minimum Principle requires a-priori knowl-

edge of the entire optimization horizon, which confines real-time implementation to

cases in which the load on the vehicle is either known or predictable.

4.5.3 Simulation results

The minimization of the Hamiltonian function with respect to the control vari-

ables, namely Tem and rcvt can be done numerically. Given the admissible range of

control values defined by (3.10) and (3.14). The combination of T ∗em and r∗cvt that

minimizes the Hamiltonian can be determined by enumeration of a finite number of

admissible control values. In other words, at each instant, the Hamiltonian (4.34) is

evaluated for each of the control combination in a set of total Nu1×Nu2 options. The

control inputs that minimize the Hamiltonian is chosen and applied to the system,

and also used to update the numerical solution of the co-state dynamic equations. A

way to illustrate the minimization of the Hamiltonian is to visualize it at a given in-

stant, which is done in Figure 4.27. Infeasible conditions exist when the combination

of T ∗em and r∗cvt can not satisfy either the wheel speed or the wheel torque request.

The decision point is the lowest point among all the feasible points, which is the red

dot as in Figure 4.27. The methodology outlined is applied to multiple driving cycles,

among which the results of US06 and FUDS are analyzed in detail.
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Figure 4.25: λ1 Dynamics
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Figure 4.26: λ2 Dynamics
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Figure 4.27: Visualization of the Hamiltonian at one instant (t = 300 s in driving
cycle US06)

US06

It is well known that the optimality of PMP solution is highly sensitive to the

initial co-state values [50, 26]. Thus, the optimal state trajectory and co-state trajec-

tory are corresponding to each other. Figure 4.28 shows the results for US06 driving

schedule, and the results of three different values of α are illustrated. With decreasing

of α, SOC is less fluctuated thus less electric energy is used and less aging effects are

expected, which demonstrates the right trend. The battery temperature trajectories

can also confirm the fact that by varying the weight on aging cost, lower battery
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temperature can be achieved, which implies less aging effects.

It can be observed that the optimal co-state trajectories show a trend when α

varies. The magnitude of λ1 is decreasing with α. It is clear that λ1 is the most

influential tuning parameter to keep the charge-sustanance criteria. If we interpret

λ1 as the weight required to fulfil the charge-sustaining constraint, this weight is de-

creasing when weight on aging increases. Since the use of battery is limited when

weight on aging increases, which is when α decreases, the effort required to keep SOC

sustaining becomes less, and therefore the magnitude of λ1 decreases with α. The

same behavior of λ2 can be observed. First of all, λ2(tf ) = 0 is a necessary condition

for optimality, so all three trajectories converge to 0 at the end of the cycle. The tra-

jectory is on top of each other and the magnitude is increasing with decreasing of α.

According to equation (4.29), the rate of change of λ2 is the sensitivity of Hamiltonian

with respect to battery temperature θbatt. In addition, the dominant term in (4.29)

is ∂σ
∂θbatt

, which increases when θbatt increases (Figure 4.29). Therefore the higher the

battery temperature the bigger the rate of change of λ2. With the same time window

and final value, the initial value of λ2 will be higher with higher battery temperature

trajectory, which is resulted from a lower α. With the above observations, finding

the optimal initial co-state value will be less time-consuming.

Another important observation is that both λ1 and λ2 are almost constant over

the entire cycle. In Figure 4.28, the change of λ1 is very small for all three cases.

Although, it is clearly shown that λ2 decreases from an initial value to zero over the

driving cycle, the magnitude of λ2 is so small that the absolute change is negligible.
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Figure 4.28: States and co-states trajectories over US06 with ambient temperature
at 30 ◦C
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Figure 4.29: ∂σ
∂θbatt

at 8C

Based on this observation, PMP with constant co-states are implemented and tested.

The simulation results are compared with results from PMP with dynamic co-states.

Results from dynamic programming are also included as a benchmark. Figure 4.30

shows the states trajectories with α = 0.7. The SOC trajectories are very close to

each other while the battery temperature profiles have some small differences. The

performance measure of three controllers are summarized and listed in Table 4.4.

The fuel consumption of three controllers are very similar for all α values, and the

difference is less than 1%. On the other hand, effective Ah-throughput varies from

different controllers, which is resulted from the difference on battery temperature pro-

files. Generally speaking, the three controllers can achieve comparable performance
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when changing the value of α, thus Pareto front of similar shapes.

Table 4.4: Simulation Results for US06

PMP with constant co-states PMP with dynamic co-states DP
α Fuel [g] Aheff Fuel [g] Aheff Fuel [g] Aheff
1 535 72.6 536 74.3 539 67.1

0.7 562 11.0 565 9.0 568 8.3
0.5 581 4.3 584 3.6 586 3.4
0.3 604 1.1 606 0.59 607 0.8

FUDS

Similar analysis is conducted for FUDS cycle to demonstrate the generality of

some properties that PMP solutions have. First of all, PMP based controller reduces

the use of battery energy when weight on battery increases (α decreases), which is as

expected, thus lower battery temperature and less aging effects (Figure 4.31). The

same trend on co-states can be observed when change the value of α, which is that the

magnitude of both co-states decreases when α decreases. In addition, the dynamics of

both co-states are very small, which makes the constant co-state approximation still

valid. The performance of the PMP controller with constant co-state are compared

with the results from PMP with dynamic co-state and Dynamic Programming, which

are shown in Figure 4.32. The behavior of the states from PMP controller with con-

stant co-state are very close to the global optimal solution that is generated by DP. In

fact, the PMP controller with constant co-state performs better with FUDS than it

does with US06 in terms of the closeness to DP solution. The performance measure of
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Figure 4.30: States trajectories from different controllers with α = 0.7 over US06
with ambient temperature at 30 ◦C
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three controllers with different α values are summarized in Table 4.5, which confirms

the above statement.

Table 4.5: Simulation Results for FUDS

PMP with constant co-states PMP with dynamic co-states DP
α Fuel [g] Aheff Fuel [g] Aheff Fuel [g] Aheff
1 335 11.9 336 11.9 332 11.3

0.7 341 8.9 346 7.5 343 7.2
0.5 364 4.1 369 3.4 367 3.3
0.3 402 0.8 403 0.8 402 0.9

4.5.4 Summary

In this section, a PMP-based energy management strategy for HEVs is analyzed,

which explicitly tradeoffs fuel consumption and battery capacity degradation. The

difference between the problem solved in this section and the one solved in the previous

section is that the ratio of a continuously variable transmission is included as a second

control variable in addition to torque split. The insights gained from the simulation

results are the following:

• There exists a fundamental tradeoff between fuel economy and battery capacity

degradation;

• PMP-based controller can achieve similar performance as that from DP

• The PMP controller with constant co-states is able to provide close-to-optimal

solutions with much simplified implementation and less computational time.
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Figure 4.31: States and co-states trajectories over FUDS with ambient temperature
at 30 ◦C
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Figure 4.32: State trajectories from different controllers with α = 0.7 over FUDS
with ambient temperature at 30 ◦C
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4.6 Comparison of sequential optimization and systematic
optimization

In this section, two methods that solve the energy management problem for HEVs

with consideration of battery capacity degradation are compared, namely sequential

optimization and systematic optimization. With the sequential optimization, the

CVT ratio is pre-optimized based on engine optimal operating line followed by op-

timal torque split, which is determined by solving an optimal control problem. On

the other hand, in the systematic approach, optimal CVT ratio and torque split are

obtained simultaneously by solving one optimal control problem. Generally speak-

ing, the only difference between these two methods is that the transmission shifts

maximize the efficiency of the engine in sequential optimization, while in systematic

optimization, the transmission shifts to maximize the efficiency of the overall pow-

ertrain or the system efficiency. The solutions of both strategies presented in this

section are solved by Dynamic Programming to make sure that they are comparable.

The Pareto front of US06 driving cycle is shown in Figure 4.33. It is clear that

the shape of the two Pareto fronts are very similar, however, the Pareto front from

systematic optimization is under the one from sequential optimization, which means

that the performance of systematic optimization in terms of fuel economy is superior

across the whole set of α. The performance measure of both methods are summa-

rized and listed in Table 4.6. Looking into the data, the following observations can

be made: with α decreasing, the differences of the two approaches in both fuel con-

sumption and battery aging are decreasing. The reason is that when aging cost is

more emphasized, electric machine is used less, thus the best engine efficiency is closer

127



www.manaraa.com

to the best system efficiency, which drives the result from the sequential approach

close to the result from the systematic approach. The range of Aheff from systematic

optimization, which is between 0.1 and 67.1, is much wider than that from sequential

optimization, which is between 0.2 and 36.8, which implies that when battery aging

cost is not considered (α = 1), the systematic approach can further exploit battery

energy to save more fuel. When only fuel consumption is minimized (α = 1), the

fuel consumption from systematic optimization is 4.4% less than that from sequential

optimization with almost doubled battery aging effects. It is clear that the use of

battery energy is limited in the sequential method. This can be confirmed by Fig-

ure 4.34, which shows the battery energy throughput. At α = 1, the total battery

energy throughput from sequential method is approximately 0.63 kWh, while the

number from systematic method is around 0.72 kWh. As α decreases, the total bat-

tery energy throughput declines in both methods and the number becomes similar.

However, with similar battery energy throughput, the systematic optimization can

always achieve better fuel economy, which means the amount of batter energy is used

in a more efficient way.

In order to illustrate how transmission can improve the overall efficiency of the hy-

brid powertrain, simulation results with α = 0.4 from both approaches are compared

and analyzed in detail. The reason for choosing α = 0.4 is that the aging cost from

two approaches are very close to each other while the fuel consumption are different.

In Figure 4.35 (a), the SOC trajectories and battery temperature profiles are very

close to each other, therefore similar aging effects are resulted. However, the CVT
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Figure 4.33: Pareto Front of US06

Table 4.6: Performance Measure of US06 for Two Approaches

Sequential Systematic
α Fuel [g] Aheff Fuel [g] Aheff
1 563 36.8 539 67.1

0.9 569 19.7 546 24.5
0.8 578 10.9 556 14.4
0.7 586 6.7 568 8.3
0.6 594 4.3 575 5.7
0.5 600 3.0 586 3.4
0.4 608 1.9 595 2.0
0.3 618 1.1 607 0.8
0.2 630 0.4 617 0.3
0.1 636 0.2 623 0.1
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Figure 4.34: Battery Energy Throughput of US06

ratio rcvt profiles are different from each other. Generally speaking, the CVT ratio

from the systematic optimization is higher than that from the sequential optimiza-

tion. For a given wheel speed, higher CVT ratio will result in higher crankshaft speed

(4.13), which is as illustrated in Figure 4.35 (b). Theoretically, high engine speed cor-

responds to high fuel consumption, however, it is not necessarily true when a hybrid

powertrain is in place. As indicated in Figure 4.36 (a), the sequential method puts the

engine operating points very close to the OOL while the systematic method spreads
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the engine operating points. The fuel consumption difference is not immediately ob-

vious on the engine fuel map. The instantaneous fuel flow rate is shown in Figure

4.36(b), which indicates the fact that the systematic optimization consumes less fuel.

Even though the engine does not operate on the minimum fuel consumption line, it

is possible to lower the fuel consumption by requesting power assist from the electric

machine. In fact, the electric machine is more efficiently operated in the systematic

optimization. In Figure 4.37(a), in the systematic approach, the electric machine op-

erating points spread out, which occupy better efficiency region compared with what

from the sequential approach, which are relatively confined to low speed and high

torque region. One of the consequences is that with lower electric machine efficiency,

more electric energy is consumed when motoring and less electric energy is recovered

when generating. Therefore the useful power from the electric machine is different

even though the battery energy throughput is similar. Another consequence is that

the regenerative braking power is constrained by the minimum torque limit of the

electric machine at low speed, thus less energy is recovered, less energy is available

for power assist and more fuel consumption. The behavior of electric machine can

be understood from Figure 4.37(b), in which the electric machine power and torque

are shown. When look at the regenerative torque, the electric machine torque from

the sequential optimization is saturated at −150N , which leads to less regenerative

power thus less recovered energy compared with the performance from the systematic

optimization that has higher regenerative power. This is more influential in the case

of α = 1, when electric machine tries to recover energy as much as possible without

considering battery aging.
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(a) State trajectories

(b) CVT ratio

Figure 4.35: State trajectories and CVT ratio for US06 with α = 0.4 at 30 ◦C
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(a) Engine operating points on fuel map

(b) Engine Fuel Flow Rate of US06

Figure 4.36: Engine Operating Conditions for US06 with α = 0.4 at 30 ◦C
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(a) Electric machine operating points

(b) Electric machine power and torque

Figure 4.37: Electric Machine Operating Conditions for US06 with α = 0.4 at 30 ◦C
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Similar comparison and analysis are conducted over FUDS as well, and the graphic

results are included in appendix A. In general, the following conclusions can be made

through the comparative study:

• A Pareto front exists for both sequential optimization and systematic optimiza-

tion, and the shapes are similar;

• The performance of system optimal solution is superior than the sequential

solution;

• A transmission shifting strategy that is optimized for the overall hybrid pow-

ertrain efficiency can further reduce both fuel consumption and battery aging

effects.

4.7 Hybrid and electric vehicle charging optimization ac-
counting for battery aging

This section presents an optimal control based charging strategy for plug-in hybrid

electric vehicles and battery electric vehicles (BEVs). It has been shown by the previ-

ous section that both the performance and energy consumption of hybrid and electric

vehicles are highly influenced by the health of the on-board energy storage systems.

When compared with the time a vehicle spends in driving, the time a PHEV or BEV

spends in charging occupies more of its lifetime. This work proposes a method to

minimize battery capacity degradation incurred during charging by optimizing the

charging current profile. A generic control-oriented vehicle cabin thermal model is

developed to describe the battery surroundings taking into account solar radiation.

Optimal control solution offered by Pontryagin’s Minimum Principle (PMP) is pre-

sented and analysed. Simulation-based results show that the benefit of this strategy
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in terms of decreasing battery aging is significant, when compared with the existing

strategies, such as the widely accepted constant current constant voltage (CC-CV)

protocol.

4.7.1 Background and literature

A common charging strategy, that will be used as a reference in this work is

called constant-current/constant-voltage (CC-CV) charging. The charger limits the

amount of current to a pre-set level until the battery reaches a pre-set voltage level.

The current then reduces as the battery becomes fully charged. This strategy allows

fast charging without the risk of over-charging. Overvoltage or excessive charging

current begins to break down Li-ion cells, reducing overall battery life or even resulting

in catastrophic failures. This charge strategy can effectively increase the battery-

charge speed, avoid overcharge, and achieve an almost 100% full battery charge. The

charging time with CC-CV is dependent on the charging current in the CC mode.

In general, the commercial charging equipment is commonly categorized into one of

three types described below:

• AC level 1 charging provides charging through a 120V, alternating-current (AC)

plug and requires a dedicated circuit. Generally speaking, Level 1 charging

refers to the use of a standard household outlet.

• AC level 2 charging offers charging through a 240V, up to 80A, 19.2KW AC

plug and requires installation of home charging or public charging equipment.
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• DC fast charging charges through a 480V DC plug. Most DC fast chargers

provide an 80% charge in 30 minutes or less.

The CC-CV strategy is well developed and widely adopted because of its sim-

plicity and easy implementation.[135]. Moreover, it can be used with every kind of

battery. However, the charge speed of the CC-CV strategy is still too slow to satisfy

the users’ requirement, which is mainly due to the time-consuming CV phase. If one

tries to shorten the charging time by increasing the current rate in CC phase, the

efficiency drops and the battery ages faster as well. Therefore, innovative charging

strategies are necessary.

The literature has examined xEV charging patterns from a number of different

perspectives. In [30], a pulse-current based CC-CV approach is presented. The main

idea is to reduce the charging time and improve efficiency using a pulse current pro-

tocol during the CV mode. A similar approach is proposed in [78], which reduces

the charging time using a multi-current protocol based on battery internal resistance

during the CV mode. Instead of modifying the CV phase, a built-in resistance com-

pensator technique is presented in [83] to increase the period of the CC phase, which

reduces the charging time by smoothing the CC-CV transmission by estimating the

battery open circuit voltage (OCV). Multi-stage constant current charging strategy

has been studied in [87, 63, 86, 41]. The main idea is to find an optimal set of de-

creasing current that minimizes the charging time and maximize the charged capacity.

The pulse charger has been claimed to be a fast and efficient charging algorithm for

lithium-ion batteries, because pulse charging strategy is designed to establish the link

137



www.manaraa.com

between charging current profile and the chemical reaction process so that electro-

chemical reactions neither produce heat nor cause the accumulation of pressure inside

the battery [79, 28, 29].

Significant research has been conducted on optimal PHEV charging and power

management. An optimal control problem is formulated to minimize the charging

time while not excessively aging the cell, in which battery life is treated as a con-

straint and which is solved by nonlinear model predictive control (NMPC) [75]. In

[62], the authors optimally tradeoff charging time and energy loss during charging

by designing a weighted objective function, and the problem is solved by nonlin-

ear programming (NLP). To account for electricity cost, [61] optimizes the charging

power to minimize a combined cost of electricity and battery aging. The optimiza-

tion is solved using the Matlab R© build-in constrained function fmincon. With the

assumption that next-day energy needs are known, as-needed charging strategy is

proposed in [60] to minimize battery degradation by minimizing time spent at high

state-of-charge. In [13], the authors present a charging strategy for PHEVs using

genetic algorithm, which takes into account the combined effects of total energy cost,

battery health, electricity pricing, and PHEV driving patterns. In [112], the authors

study the tradeoffs and synergies between optimal charging and power management

in minimizing the overall CO2 emissions, and the optimal control problem is solved

by dynamic programming (DP).
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One common limitation of the approaches reviewed here is that they all assume

constant ambient temperature without considering seasonal and regional climate ef-

fects, which are actually highly influential on battery aging behaviour during charg-

ing. The work presented in this paper is a significant extension of [142]. The main

contribution of this work is that an optimal charging algorithm is developed, which

aims to minimize battery capacity degradation for any given time window taking into

account the environmental conditions. Combining the battery aging model and the

battery thermal model, an optimal charging current profile is determined by solving

an optimal control problem with Pontryagin’s minimum principle (PMP). An exper-

imentally calibrated semi-empirical battery capacity degradation model is directly

linked to the control strategy. A generic vehicle cabin thermal model is developed

and applied for designing the optimal charging strategy, which takes into account not

only the ambient temperature but also the solar radiation. This paper is organized in

the following way: in section 3, all the models are described including battery electric

model, battery heat generation model, battery aging model as well as the vehicle

cabin and battery thermal model. In section 3, optimal control problem formulation

is presented. In section 4, the optimal solutions from PMP are studied; simulation

results for various charging scenarios are analyzed; and comparisons between opti-

mal charging and CC-CV protocol are conducted. Conclusions are made in the last

section.

4.7.2 Optimal control problem formulation with PMP

The objective of the optimal control problem is to minimize battery capacity

degradation incurred during charging for xEVs, therefore the concept of battery
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severity factor and effective Ah-throughput are applicable here as well.The states

of interest are battery state of charge x1 = SOC and battery temperature x2 = θbatt.

The corresponding dynamics are described by equation (3.18) and (3.26) respectively.

Charging current is chosen as control input u = Icell and the surrounding temperature

is measured disturbance. The aim of the optimal charger is to increase battery SOC

from a low initial value to a desired final value in a specified amount of time while

minimizing the effective Ah-throughput with considerations of ambient conditions.

Thus the optimal control problem takes the following mathematical form:

min : J =

∫ tf

0

σ(x1(t), x2(t), u(t)) · |u(t)|dt

subject to

ẋ1 = − u(t)

3600 ·Qcell

ẋ2 =
R0 ·Ns ·Np

Mbatt

· u2(t) +
1

Kbc ·Mbatt

(θcab − x2)

+
1

Kab ·Mbatt

(θamb − x2)

+
U

Mbatt

· (θcool − x2)

x1(0) = x10

x1(tf ) = x1tf

x2(0) = x20

x(t) ∈ χ

u(t) ∈ U

(4.33)

where χ and U are defined as the admissible state and control sets respectively.

Among methods for solving optimal control problems, Pontryagin’s Minimum Prin-

ciple is chosen to give numerical solution. According to PMP, minimizing the cost

function in (4.33) is equivalent to minimizing the Hamiltonian:
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H (x1(t), x2(t), u(t), t) =σ(x1(t), x2(t), u(t)) · |u(t)|

+ λ1(t) · ẋ1(t) + λ2(t) · ẋ2(t)
(4.34)

where λi(t), i = 1, 2, are the co-states which evolve with the dynamics described

by

λ̇i(t) = −∂H (x1, x2, u, t)

∂xi
(4.35)

Since the final value of x2(T ) is not specified, the additional necessary condition

for optimal solution is

λ2(tf ) = 0 (4.36)

The optimal control trajectory is given by

u∗(t) = arg min
u∈U

H (x∗1(t), x
∗
2(t), u(t), λ∗1(t), λ

∗
2(t), t) (4.37)

Initial valuea of co-state λi(0) can be determined by shooting method, if and only if

a priori knowledge of the future weather conditions are available [74].

4.7.3 Simulation results

The battery pack considered has the size of approximately 5 kWh and 15 Ah,

which represents the size of a battery pack in PHEVs. Simulation results are divided

into two groups: level 2 charging and fast charging. In the case of level 2 charging,

time window of 3 hours is tested, which is enough to get the battery pack fully

charged. For fast charging, charging in 10 minutes, 30 minutes are considered. In all

cases, the initial and final battery SOC are 0.2 and 0.95 respectively.
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AC level 2 charging

In order to show the effects that the ambient conditions have on battery aging and

the effectiveness of the optimal charging strategy on saving battery life during charg-

ing, Phoenix is selected to represent an environment capable of rapidly degrading

battery health due to its extreme weather represented by high ambient temperature

and strong solar radiance. The hourly weather condition in one day of July is shown

in Fig.3.14, which leads to the vehicle cabin temperature profile shown in Fig. 3.15

with the assumption that the vehicle cabin temperature reaches steady state that

equals to the ambient temperature at 5 am. The vehicle cabin temperature is treated

as a measured input when solving the optimal control problem. The reason is that

the battery thermal condition has insignificant influence on the vehicle cabin tem-

perature when compared with that of ambient conditions. In addition, if the vehicle

cabin temperature would be a state, the optimal control problem was difficult if not

impossible to solve with three states and three co-states.

The simulation scenario is that after a trip, the vehicle sits in the parking lot

between 9 am and 5 pm, which is the typical situation for a working day. The vehicle

is plugged in at 9 am, with the initial battery temperature of θbatt(0) = 40◦C. The

battery is air cooled and the coolant temperature is equal to the ambient temperature.

For level 2 charging, the common power rates are 3.3kW and 6.6kW, and therefore

these values are used in CC-CV strategy. In the optimal charging strategy, the power

limit is set to be 6.6kW, which makes it comparable to CC-CV strategy.
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Simulation results are presented in Fig. 4.38 and Fig. 4.39. It is evident that ,

among three cases, PMP-based optimal strategy gives the lowest battery temperature

profile. In fact, the optimal charging power is dominated by battery temperature:

the controller chooses to wait at the beginning when the temperature is high; the

charging power reaches the peak when the temperature drops to the lowest point,

which happens a little after 10 am; then the power becomes smaller when battery

temperature starts to climb. As the controller knows the future ambient conditions,

it is able to recognize the best timing to trigger charging so that high temperature can

be avoided. If one take a look at the battery severity factor (Fig. 4.39), the optimal

strategy is able to achieve less aging effect that comes with lower C-rate and lower

temperature. The summary of level 2 charging is listed in Table 4.7. The root mean

square value of C-rate, severity factor and battery temperature gives the average

performance of each case. PMP-based strategy is superior in every aspect when

compared with CC-CV strategy. The effective battery life depletion characterized by

Aheff shows that the optimal aging-aware charging strategy can potentially reduce

capacity degradation by up to 20.7 % with respect to CC-CV strategies.

Table 4.7: Summary of Level 2 Charging

CC-CV 3.3kW CC-CV 6.6kW PMP
Aheff 29.1 33.8 26.8

C-rate rms 0.38 0.52 0.29
σ rms 2.9 3.1 2.6
θbatt rms 38.9 39.7 38.7

143



www.manaraa.com

Figure 4.38: Level 2 Charging Battery Temperature and SOC

Fast charging

DC fast chargers is going to supersede AC level 1 and AC level 2 charging stations,

and are designed to charge xEVs quickly with an electric output ranging between 50

kW 120 kW. Tesla decided to move forward with its own standard, the Supercharger,

which has provided 120 kW of power since its launch. Most xEVs can be equipped

with DC fast charge capability, and there are currently nearly 2,200 high-speed charg-

ers in the United States capable of adding significant range to an EV in not much

longer than the time it takes to fill the gas tank. According to the SAE charging

configurations and ratings terminology defined in SAE J1772TM, there are multiple

DC fast charging ratings: level 1 with 200-450V, up to 36kW and 80A; level 2 with
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Figure 4.39: Level 2 Charging Battery Severity and C rate

200-450V, up to 90kW and 200A; level 3, which is still to be determined, with pro-

posed power up to 240kW and 400A. In this work, DC level 1 and level 2 protocols are

simulated to compare with the optimal charging strategy in 30-minute fast charging

and 10-minute fast charging.

The same initial value of battery temperature is used as what in AC level 2

charging, which is equal to 40◦C. Since the duration is short for fast charging, both

of the ambient temperature and the temperature of the surroundings are kept as

constant, which is 25◦C. Simulation results for 30 minutes and 10 minutes are shown

in Fig. 4.40 and Fig. 4.41 respectively. The current limit of 80A is applied for both
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Figure 4.40: Fast Charging in 30 minutes

strategies in the case of 30-minute, while 200A is applied in the case of 10-minute. As

shown by both cases, the optimal controller is able to keep the battery temperature

much lower than that from CC-CV strategy, which leads to smaller severity factor

σ. The summary of fast charging is listed in Table 4.8. It is clear that the value of

the aging-related parameters resulted from PMP-based optimal charging strategy is

significantly lower than that from the CC-CV strategy. Based on the effective Ah-

throughput, the optimal strategy achieve 39.9% less capacity degradation in the case

of 30-minute charging and 31.4% less in the case of 10-minute charging.
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Figure 4.41: Fast Charging in 10 minutes
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Table 4.8: Summary of Fast Charging

30 Min 10 Min
CC-CV 80A PMP CC-CV 200A PMP

Aheff 60.6 36.4 97.1 66.6
C-rate rms 2.52 1.51 5.83 4.68
σ rms 5.2 3.4 8.5 6.4
θbatt rms 45.7 40.9 50.7 45.7
θbatt max 47.1 41.1 52.6 48.5

Conclusion

In this section, an optimal control based aging-aware charging strategy for xEVs

is proposed and solved by PMP. Simulation based results show that the optimal

charging strategy is capable to save battery capacity loss and extend battery life

by reducing the severity factor, when compared with the widely accepted CC-CV

protocol. One of the essential observations is that the charging event is primarily

dominated by battery temperature, which demonstrates the importance of including

consideration of ambient conditions. With the help of a vehicle cabin thermal model

and the weather forecast, it is realistic to predict the surrounding conditions of the

battery pack, which enables the real-time implementation of the optimal charging

algorithm.

4.8 Summary

In this chapter, a complete set of optimal control problems related to xEVs with

consideration of battery aging are studied, which includes energy management strate-

gies for hybrid electric vehicles and battery charging strategy for plug-in hybrid and
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electric vehicles. The presented energy management strategies for hybrid electric ve-

hicles can be equally applied for plug-in hybrid vehicles in charge-sustaining mode.

Different optimal control theories are applied to solve the proposed problems, and the

solutions show that battery life can be significantly extended with small extra cost

on fuel consumption by an appropriately designed control algorithm.
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Chapter 5: Real-time Energy Management Strategy for

HEVs with Consideration of Battery Aging

Learning from the results of Chapter 4, we know that there is a fundamental trade-

off between fuel economy and battery capacity degradation; however, it is realistic

to expect dramatic savings on battery life with a small penalty in fuel consump-

tion. So far, the optimal energy management strategy has been solved by DP and

PMP, neither of which are causal, which means the entire cycle or future driving

conditions must known a priori. In the literature [102, 131], it has been shown that

Adaptive Equivalent Consumption Minimization Strategy (A-ECMS) is a real-time

implementable strategy, which works well for the fuel optimal scenario. In this chap-

ter, we propose a control strategy inspired by A-ECMS, which accounts for battery

capacity degradation.

To reduce battery aging effects, a cost is assigned to battery use based on the

operating conditions. The concept of battery severity factor σ is used to quantify the

battery aging effect or cost based on the present conditions. Thus the battery output

will be reduced when conditions could results in accelerated aging effects, which is

characterized by σ. The control diagram of Figure 5.1 is proposed.
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Figure 5.1: Control Diagram of A-ECMS Accounting for Battery Aging
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Each block inside the supervisory controller is described in detail in the following

sections.

5.1 Adaptive equivalent consumption minimization strategy

In [130, 131, 129], Serrao et al. established the equivalence between ECMS and

PMP showing that the equivalence factor, s, is related to the co-state in the PMP

solution. Thus only one parameter must be adapted for online optimization, e.g.,

the co-state λ, which is shown to be related to the equivalence factor in ECMS. The

mechanism used to perform the parameter adaptation in this dissertation is adap-

tation based exclusively on feedback from SOC, as the vehicle being studied is a

charge-sustaining HEV. The idea is to change dynamically the value of the equiv-

alence factor at present time by contrasting the SOC deviation from the reference

value. In this section, the adaptive ECMS is briefly reviewed before delving into the

battery aging aspect of the problem.

5.1.1 ECMS formulation

The original ECMS formulation is introduced in Section 2.1.4. The essence of

ECMS is that in a charge-sustaining HEV, the energy change in the battery pack

at the end of one trip is negligible, which means almost all of the energy is ulti-

mately from the fuel. Thus the battery energy usage is converted to an equivalent

amount of fuel and added to the real fuel consumption, thus defining an equivalent

fuel consumption, which is minimized instantaneously [130].

ṁf,eqv(t) = ṁf (t) + ṁress(t)
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Following the same idea, the instantaneous cost to be minimized is

ṁf,eqv(t) = ṁf (t) + s∗(t) · Icell(t)

3600 ·Qcell

(5.1)

where ṁf (t) is the fuel flow rate, s∗(t) is the equivalence factor in units of grams

(of fuel), Icell(t) is battery cell current, Qcell is cell capacity in Ah. If one compares

(5.1) with the original ECMS formulation in (2.15-2.17), the following equation can

be derived:

s∗(t) =
s(t) · Voc ·Ns ·Np ·Qcell · 3600

LHV
(5.2)

where Voc is the battery cell open circuit voltage, LHV is the gasoline lower heating

value, Ns and Np are the battery cell number in series and parallel respectively.

5.1.2 Adaptation based on feedback from SOC

The online adaptation of equivalence factor uses the difference between the present

SOC value and the target value. One adaptation law based on a proportional-integral

(PI) controller was proposed in [69], in which the equivalence factor continuously

changes with:

s∗(t) = s∗0 + kp(SOC0 − SOC(t)) + kI

∫ t

0

(SOC0 − SOC(τ)dτ (5.3)

where s∗0 is the initial value of s∗, and kp and kI are the proportional and integral

gains of the adaptation law. The choice of s∗0 can be made by averaging different

optimal initial values obtained offline. This continuous adaptation law may prevent

the use of battery energy when tracking a constant target value of SOC, which results
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in not fully exploiting the benefit of hybridization.

To allow the battery SOC to span a wider range, a discrete-time adaptation law

was proposed in [102]:

s∗(k + 1) =
s∗(k − 1) + s∗(k)

2
+ kp · (SOC0 − SOC(t)), t = k · T, k = 1, 2, . . . (5.4)

where s∗(k + 1) represents the new value of equivalence factor, which will be ap-

plied in time window t ∈ [kT, (k+ 1)T ], while s∗(k− 1) and s∗(k) are the equivalence

factor corresponding to the previous two time intervals. kp is the proportional gain

of the feedback controller and T is the duration of one interval. Both kp and T are

tuning parameters for the strategy.

5.1.3 Calibration of adaptive strategies

In order to study the effects of the gain kp and of the adaptation interval T on

the performance of the strategy, simulation results are compared and summarized.

In Figure 5.2 and Figure 5.3, the results obtained from five consecutive US06 cycles

are shown, in which three different values of kp are studied, while the duration is

fixed T = 60s. The shape of SOC trajectories are generally the same with minor

differences. A similar observation can be made on the equivalence factor profiles

(Figure 5.3), which is that the overall shapes are the same, and that as kp increases,

the SOC profile has larger fluctuations. In Figure 5.4 and Figure 5.5, results with

different adaptation intervals are shown, and the proportional gain is chosen to be

kp = 8. Figure 5.5 shows that the equivalence factor trajectories are different, leading
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to different SOC profiles. In general, the smaller the adaptation interval is, the more

dynamic the equivalence factor behavior is. Ideally, if T equals to the entire driving

time, s∗ would be the optimal constant equivalence factor for that driving cycle. The

effect of the calibration parameters on US06 is summarized in Table 5.1, in which
mf

m∗
f

represents the fuel consumption normalized by optimal fuel consumption from DP.

The Table shows that the A-ECMS is withing 1% of the DP results for this cycle,

confirming that this sup-optimal algorithm is an excellent choice. The same analysis

is conducted over five consecutive FUDS and the results are shown in Appendix B.

Based on the simulation results from the two driving cycles, T = 60s and kp = 8 are

selected for the rest of the studies.

Table 5.1: Effect of Calibration Parameters

kp 6 8 10
T [s]

mf

m∗
f

mf

m∗
f

mf

m∗
f

30 1.008 1.012 1.012
60 1.008 1.008 1.010
120 1.007 1.009 1.008

Theoretically, SOC boundary conditions should be enforced by the adaptation,

however, if the adaptation interval T is long enough, SOC can touch the boundary

or even break the constraints. To prevent this situation, a penalty function can be

applied, which is used to guarantee that the SOC does not exceed the admissible

limits (4.8). As one example, the penalty function can take the form in (5.5). The

allowable SOC range is between 0.3 and 0.7, thus the penalty function takes the shape

shown in Figure 5.6.
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(a) SOC Trajectories

(b) Battery Temperature Trajectories

Figure 5.2: Results obtained from five US06 cycles with different kp
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(a) Accumulated Fuel

(b) s∗ Trajectories

Figure 5.3: Results obtained from five US06 cycles with different kp
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(a) SOC Trajectories

(b) Battery Temperature Trajectories

Figure 5.4: Results obtained from five US06 cycles with different T
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(a) Accumulated Fuel

(b) seqv Trajectories

Figure 5.5: Results obtained from five US06 cycles with different T
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Figure 5.6: SOC Penalty Function

p(SOC) = 1− (
SOC(t)− SOC0

(SOCmax − SOCmin)/2
)9 (5.5)

5.2 Aging-severity-based battery power correction

The most important conclusion from all the optimal solutions, regardless of se-

quential or systematic approaches, is that there exists a fundamental tradeoff between

fuel economy and battery capacity degradation, and that it is possible to reduce bat-

tery capacity loss with a small sacrifice in fuel economy. The idea is to correct battery

power output if a sever aging condition is recognized, and to otherwise follow the com-

mand issued by the A-ECMS controller, which is nearly fuel-optimal.
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Let σ∗ be the battery severity factor that results when the commands from A-

ECMS controller are followed, and let σ̄ be the severity factor threshold that defines

accelerated aging condition. Then battery power should be reduced any time when

σ∗ > σ̄ to limit aging acceleration. The proposed correction law is:

|P ∗∗batt| = |P ∗batt| · (1− w · ln
σ∗

σ̄
) (5.6)

where P ∗∗batt is the battery power after correction, P ∗batt is the battery power corre-

sponding to σ∗, which is the command from A-ECMS controller, and w is a calibration

parameter to be determined. The reasoning behind the correction law is based on the

definition of severity factor (4.3-4.5):

σ∗

σ̄
= exp(

163.3 · (I∗c − Īc)
0.57 ·R · θbatt

)

= exp(
163.3 · (|P ∗batt| − |P̄batt|)

0.57 ·R · θbatt · Voc ·Ns ·Np ·Qcell

)

(5.7)

where I∗c and Īc are the C-rate corresponding to σ∗ and σ̄, and R is the gas

constant. Therefore the following expression can be derived:

|P̄batt| = |P ∗batt| −
0.57 ·R · θbatt · Voc ·Ns ·Np ·Qcell

163.3
· ln σ

∗

σ̄

= |P ∗batt| · (1−
0.57 ·R · θbatt · Voc ·Ns ·Np ·Qcell

163.3 · |P ∗batt|
· ln σ

∗

σ̄
)

(5.8)

Comparing (5.8) with (5.6), one can conclude that

|P ∗∗batt| = |P̄batt| (5.9)

if

w =
0.57 ·R · θbatt · Voc ·Ns ·Np ·Qcell

163.3 · |P ∗batt|
(5.10)
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However, if the above equations were applied, the battery severity factor, during

one trip, would be either below σ̄ or exactly equal to σ̄, which is not the desired

behavior. The severity factor should be allowed to oscillate to have flexible battery

operation to permit good drive quality, for example. Since driving conditions, and

therefore the severity factor, change dynamically, the values of σ̄ should not be an

instantaneous value, but could, for example, be the root mean square (RMS) value

σ during a driving cycle. It is shown later that σ̄ can be interpreted as a calibration

parameter.

At this point, it is very instructive to analyze the systematic optimization results

obtained from DP with four different driving cycles and four values of α at three

ambient temperatures. The RMS value of severity factor σrms and root mean square

value of battery power Pbatt,rms are visualized in Figure 5.7. In Figure 5.7 (a), the data

is grouped by ambient temperature and α, while the same data in (b) is grouped by

ambient temperature and driving cycle. A trend can be observed between σrms and

Pbatt,rms when looking at data obtained at the same ambient temperature regardless

of α values and driving cycles. The equation in (5.6) is used to fit the data with the

assumption that σ∗ equals to the biggest σrms at each ambient temperature, and P ∗batt

equals to the Pbatt,rms corresponding to the biggest σrms, thus the curve fitting result

is shown in Figure 5.8, and the value of w is listed in Table 5.2. To have a general

expression of w as a function of ambient temperature, an exponential function is used

to fit the data presented in Table 5.2, which gives:

w = 0.19 · exp(0.02 · θamb) (5.11)
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Therefore, a battery power correction law could be formulated as

|P ∗∗batt| = |P ∗batt| · [1− 0.19 · exp(0.02 · θamb) · ln
σ∗

σ̄
] (5.12)

The correction function is active only when σ∗ > σ̄, and |P ∗∗batt| is bounded by

0 and |P ∗batt|. Ideally, the controller is expected to have a Pareto-like behavior by

changing the value of σ̄.

Table 5.2: w Value from Curve Fitting

θamb 15 ◦C 30 ◦C 45 ◦C
w 0.26 0.31 0.44

In this section, a battery power correction law (5.12) is developed based on the

optimal battery aging behavior obtained from the DP solutions. The correction law

has two parameters namely θamb and σ̄. θamb is the ambient temperature, which is

always known, while σ̄ is a calibration parameter, which is dependent on the type

of the battery, the powertrain architecture and the desired performance measure.

The battery power correction is applied after the A-ECMS, leading to not only the

correction on battery power but also the adjustment of the entire powertrain operating

point, which is explained in the following section.

5.3 CVT ratio correction

When battery power output is corrected due to high-severity conditions, it is

clear that |P ∗∗batt| < |P ∗batt|. As a result the corrected engine power output P ∗∗ice will

be higher than the command generate by A-ECMS i.e. P ∗ice, so that the total power
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(a)

(b)

Figure 5.7: σrms and Pbatt,rms at different driving conditions obtained from Dynamic
Programming 164
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Figure 5.8: Curve fitting results for data obtained from Dynamic Programming

165



www.manaraa.com

request is satisfied. With the new power split, the CVT ratio should be updated as

well. Learning from the comparison between systematic optimization and sequen-

tial optimization, we know that transmission shifting with consideration of the total

powertrain efficiency gives superior results. Therefore, an optimization problem is

formulated and solved to search for the new optimal CVT ratio r∗∗cvt for the corrected

power split P ∗∗batt and P ∗∗ice.

Although the battery power output is fixed, the mechanical power output from

the electric machine is dependent on the operating point of the machine on the effi-

ciency map, which is determined by the CVT ratio, thus the engine operating point

and fuel consumption are functions of CVT ratio. Figure 5.9 shows an example of

engine fuel consumption as a function of CVT ratio with different batter power at a

fixed road power request. Although the battery power is fixed, the mechanical power

from the electric machine is not determined, which is dependent on the operating

point of electric machine on the efficiency map, which is a function of transmission

ratio. Since the sum of electric machine power and engine power should meet the

wheel power request, engine power output as well as operating point are dependent

on transmission ratio. Thus, with a given P ∗∗batt, the engine fuel consumption varies

as CVT ratio rcvt changes, and the rcvt that yields the minimum fuel consumption

should be selected as r∗∗cvt.

An optimization problem is formulated and solved to determine r∗∗cvt. To obtain an

analytical expression of the engine fuel consumption and of the energy consumption

of the electric machine, Willans line models for both the engine and electric machine
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Figure 5.9: Possible engine fuel consumption at wheel power request of 21 kW
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are developed [123]. The Willans line model was originally developed to represent

the relationship between input and output power in an IC engine [106]. In this

representation, the energy conversion efficiency is only dependent on the speed of the

machine as described in (5.13). The Willans line model was later expanded to also

represent the energy conversion efficiency of electric machines [123] (5.13).

Pfuel = b1(ωice) · Pice + b2(ωice)

Pele = c1(ωem) · T 2
em + c2(ωem) · Tem + c3(ωem)

(5.13)

The resulting model for both the engine and electric machine is visualized in

Figure 5.10. To compute the new optimal CVT ratio, r∗∗cvt, an optimization prob-

lem is formulated (5.14) and solved using the Matlab R© build-in constrained function

fmincon.

min : Pfuel(t)

subject to

Troad(t) = (Tice(t) + Tem(t)) · ηcvt · rcvt(t) · rdiff

ωice(t) = ωem(t) = ωwh(t) · rcvt(t) · rdiff

ωem(t) · Tem(t) · c1(ωem) + c2(ωem) = P ∗∗batt(t)

0 6 Tice(t) 6 Ticemax(ωice(t))

Temmin
(ωem(t)) 6 Tem(t) 6 Temmax(ωem(t))

ωicemin
6 ωice(t) 6 ωicemax

ωemmin
6 ωem(t) 6 ωemmax

rcvtmin
6 rcvt(t) 6 rcvtmax

(5.14)

With P ∗∗batt and r∗∗cvt, the corrected operating condition of the powertrain is de-

termined for the given wheel power request. In general, if A-ECMS does not give
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commands that accelerate battery aging (σ∗ 6 σ̄), the control outputs from A-ECMS

(P ∗batt and r∗cvt) are followed, otherwise the corrected battery power and corresponding

CVT ratio (P ∗∗batt and r∗∗cvt) are issued. The flow chart of the A-ECMS based energy

management strategy with consideration of battery aging is shown in Figure 5.11.

5.4 Calibration and Simulation Results

In order to compare the performance of the aging-conscious A-ECMS with the

optimal solution as well as to study the effects of the calibration parameter σ̄ on

the strategy, simulation results are compared and analyzed in this section. In the

following simulation activities, the ambient temperature is 30 ◦C, and the parameters

related to A-ECMS are: gain kp = 8 and the adaptation interval T = 60s.

The performance of the aging-conscious A-ECMS strategy over US06 driving cy-

cle is summarized in Table 5.3. When varying the value of σ̄, a Pareto behavior of

the controller can be observed, and the results of systematic optimization from DP

with comparable performance measure are listed as well. It is clear that σ̄ in the

real-time controller plays the role of α in the optimal controller. As A-ECMS can not

guarantee that the final battery SOC is exactly equal to its initial value, the final fuel

consumption is corrected for charge sustenance. Although the fuel consumption from

the real-time controller is a little bit higher, the general performance is quite close to

the optimal controller. In the real world application, σ̄ needs to be carefully selected

based on the ambient conditions as well as the preference on the tradeoff.
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(a) Engine Willans Line Model

(b) Electric Machine Willans Line Model

Figure 5.10: Comparison between Willans line mode and experimental data

170



www.manaraa.com

Figure 5.11: Control Flow Chart of A-ECMS Accounting for Battery Aging
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Table 5.3: Performance of Aging-conscious A-ECMS over US06

Aging-conscious A-ECMS DP
σ̄ Fuel [g] Aheff α Fuel [g] Aheff
20 559 24.6 0.9 546 24.5
10 568 14.6 0.8 556 14.4
5 578 7.7 0.7 568 8.3
2 594 3.0 0.5 586 3.4

Detailed simulation results for three different values of σ̄ are studied to under-

stand the control algorithm. In Figure 5.12, the SOC trajectories show that with

lower severity factor threshold, battery energy is used in a less dynamical way, lead-

ing to lower battery temperature. The equivalence factor s∗ is a result of the SOC

profile. When SOC is much lower than the target value, which is 0.5 in this case, s∗

increases to bring back battery energy. On the other hand, s∗ decreases when SOC is

higher than the target value. As the SOC trajectory with σ̄ = 5 has less fluctuation,

the corresponding s∗ is more stable than what from the other two cases.

In Figure 5.13, the battery power correction are shown for the three different

severity factor threshold. When σ̄ decreases, battery power output P ∗∗batt is further

corrected compared with P ∗batt. In fact, P ∗batt from three cases is also different, because

P ∗∗batt will influence SOC, which will have an impact on s∗, thus the commands from

A-ECMS are different, which is P ∗batt.

The severity factor profiles in Figure 5.14 indicate that though battery power is

corrected every time the severity factor reaches the threshold, a P ∗∗batt that yields a
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(a) SOC

(b) θbatt

(c) s∗

Figure 5.12: Aging-conscious A-ECMS Controller Output over US06
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severity factor bigger than the threshold (σ∗∗ > σ̄) is allowed when needed by the

performance, and this is the intention for having the correction function in (5.12)

instead of (5.8).

Similar observations can be made on the simulations results with FUDS, which

are included in Appendix C.
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(a) σ̄ = 20

(b) σ̄ = 10

(c) σ̄ = 5

Figure 5.13: Battery Power Correction with Different σ̄ over US06
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(a) σ̄ = 20

(b) σ̄ = 10

(c) σ̄ = 5

Figure 5.14: Battery Severity Factor with Different σ̄ over US06
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5.5 Validation

The last step in the process is to evaluate the performance of the controller under

conditions that are substantially different from the driving cycles used in the devel-

opment and analysis of the real-time control algorithm. The driving cycle used for

the validation of the real-time controller is shown in Figure 5.15. The test cycle is a

slight modification of a real-world test cycle used in the EcoCAR2 competition, with

the addition of a low-speed urban driving section at the end.The test cycle covers

various driving scenarios, ranging from highway driving at relatively high speed to

stop-and-go urban driving to demonstrate the causality and effectiveness of the con-

trol algorithm. The simulation results shown in this section compare the real-time

AA-ECMS algorithm to the DP solution obtained on the EcoCAR2 test cycle, the

ambient temperature is 30 ◦C, and the same parameters related to A-ECMS are used

as before: gain kp = 8 and the adaptation interval T = 60s.

The simulation results for the test cycle are summarized in Table 5.4, in which

the results of systematic optimization from DP are listed as benchmarks. As already

explained, the choice of σ̄ is arbitrary, and depends on the tradeoff one intends to

achieve between fuel economy and battery aging. In general, the performance of the

real-time controller is very close to the optimal solution. The detailed simulation

results of the test cycle are shown in Figure 5.16, 5.17 and 5.18.
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Figure 5.15: Speed Profile of Test Cycle
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(a) SOC

(b) θbatt

(c) s∗

Figure 5.16: Aging-conscious A-ECMS Controller Output over Test Cycle
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(a) σ̄ = 70

(b) σ̄ = 35

(c) σ̄ = 5

Figure 5.17: Battery Power Correction with Different σ̄
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(a) σ̄ = 70

(b) σ̄ = 35

(c) σ̄ = 5

Figure 5.18: Battery Severity Factor with Different σ̄
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Table 5.4: Validation of Aging-conscious A-ECMS

Aging-conscious A-ECMS DP
σ̄ Fuel [g] Aheff α Fuel [g] Aheff
70 1067 39.4 1 1088 39.7
35 1069 34.3 0.8 1104 34.2
5 1086 14.3 0.5 1141 15.2

5.6 Summary

In this chapter, a real-time implementable energy management strategy with con-

sideration of battery aging is proposed, which is based on the Adaptive Equivalent

Consumption Minimization Strategy. An aging severity based battery power correc-

tion function is developed based on the optimal performance from Dynamic Program-

ming. In addition, a strategy for CVT ratio adjustment is proposed to account for

additional fuel saving from optimal shifting. The simulation results show that the

presented control algorithm can achieve performance comparable to optimal solutions.

The key elements for implementing the proposed strategy are an engine fuel con-

sumption map, an electric machine efficiency map and a battery severity factor map,

which is actually developed from the battery capacity degradation model. Those maps

are available when the powertrain configuration is determined. In addition, there are

three calibration parameters to be tuned for the desired performance, which are the

adaptation gain kp, the adaptation interval T , and severity factor threshold σ̄. It has

been shown that the overall performance of A-ECMS is robust with respected to kp

and T . The selection of σ̄ is dependent on the location of the desired performance on

the Pareto front.
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Chapter 6: Conclusion

Electric and hybrid vehicles represent a steadily increasing segment of the auto-

motive market due to many favorable features. The overall performance of xEVs,

which includes drive quality, fuel economy and the total cost of ownership, is highly

dependent on the design and control of the powertrain. This dissertation focuses

on offering a systematic understanding of the relationship between fuel consumption

and battery capacity degradation and developing energy management strategies that

can optimally tradeoff between fuel consumption and capacity loss during the vehicle

operation.

An appropriate model of the vehicle powertrain is necessary to study the perfor-

mance and effect of the energy management strategy. A charge-sustaining parallel

hybrid electric vehicle model is presented in Chapter 3 and is used to demonstrate

the process of developing the control algorithm. Among all the modeling work, the

most critical part is the control-oriented battery capacity degradation model. In this

dissertation, a semi-empirical capacity degradation model that considers the battery

Ah-throughput as a measure of battery life is adopted, and all the parameters are

calibrated by the experimental data obtained from the HEV operating conditions.

Therefore, the aging model is able to capture the aging behavior under the load cycle
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of HEV operation, which directly influences the decision point of the controller.

In Chapter 4, the energy management problem in HEVs is formulated as an op-

timal control problem in which the control algorithm is required to tradeoff between

two objectives: minimizing fuel consumption, and minimizing battery degradation.

The battery capacity degradation model is directly linked to the optimal control prob-

lem through battery severity factor, which is a dimensionless variable that projects

the long-term aging effect to the present and which allows the effective battery life

depletion to be quantified. The optimal control problem is solved by both Dynamic

Programming and the Pontryagin’s Minimum Principle. Simulation-based results

show that there is a fundamental tradeoff between fuel consumption and battery life,

and it is possible to have a big saving on battery life with small sacrifice on fuel

economy. In addition, transmission shifting strategy that considers the powertrain

system efficiency can improve fuel economy significantly.

Given the fact that, charging is another battery aging source for plug-in hybrid

electric vehicles, an optimal control based charging strategy is proposed, which aims

to minimize battery capacity degradation incurred during charging by optimizing

the charging current profile. A generic control-oriented vehicle cabin thermal model

is developed to describe the battery surroundings taking into account solar radia-

tion. Optimal solutions offered by Pontryagin’s Minimum Principle show significant

improvement on reducing aging effects, when compared with the results from the ex-

isting strategies. It is totally realizable to implement the optimal charging algorithm

with the help of the vehicle cabin thermal model, the battery aging model and the
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weather forecast.

Learning from the optimal solutions analyzed in Chapter 4, a real-time imple-

mentable battery aging-conscious energy management strategy is described in Chap-

ter 5. The control algorithm is developed based on the frame work of Adaptive

ECMS but with two additional features: aging-based battery power correction and

CVT ratio correction. The essence is to correct or reduce the battery power whenever

accelerated aging condition is recognized, and then the CVT ratio is corrected for the

minimum fuel consumption given the corrected battery power. Simulation results

show that the sub-optimal strategy can achieve performance comparable to optimal

solutions with calibrations.

The effectiveness of the strategies proposed in this dissertation is demonstrated

by a charge-sustaining parallel hybrid electric vehicle, however, the method can be

applied equally well for hybrid electric vehicles with any powertrain configurations in

charge-sustaining mode. The methodology proposed in this work can serve not only

as a general way to design energy management strategies that incorporates battery

aging, but also as a tool to assess the optimality of powertrain design in terms of the

total cost of ownership.
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Appendix A: The Comparison between Sequential

Optimization and Systematic Optimization over FUDS

Figure A.1: Pareto Front of FUDS
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Table A.1: Performance Measure of FUDS for Two Approaches

Sequential Systematic
α Fuel [g] Aheff Fuel [g] Aheff
1 352 10.8 332 22.3

0.9 352 10.3 333 10.8
0.8 354 9.3 335 9.7
0.7 361 6.9 343 7.2
0.6 372 4.9 354 5.1
0.5 385 3.3 367 3.3
0.4 401 1.9 383 2.0
0.3 416 1.0 402 0.9
0.2 434 0.3 420 0.2
0.1 439 0.2 421 0.2
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Figure A.2: Battery Energy Throughput of FUDS
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Figure A.3: State trajectories and CVT ratio for FUDS with α = 0.5 at 30 ◦C
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(a) Engine operating points

(b) Engine fuel flow rate

Figure A.4: Engine operating conditions for FUDS with α = 0.5 at 30 ◦C
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(a) Electric machine operating points

(b) Electric machine power and torque

Figure A.5: Electric machine operating conditions for FUDS with α = 0.5 at 30 ◦C
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Appendix B: Effects of Calibration Parameters on A-ECMS

Performance over FUDS

Table B.1: Effect of Calibration Parameters

kp 6 8 10
T [s]

mf

m∗
f

mf

m∗
f

mf

m∗
f

30 1.023 1.015 1.016
60 1.016 1.016 1.021
120 1.022 1.019 1.017
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(a) SOC Trajectories (b) Battery Temperature Trajectories

(c) Accumulated Fuel (d) seqv Trajectories

Figure B.1: Results obtained from five FUDS cycles with different kp
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(a) SOC Trajectories (b) Battery Temperature Trajectories

(c) Accumulated Fuel (d) seqv Trajectories

Figure B.2: Results obtained from five FUDS cycles with different T
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Appendix C: Calibration and Simulation Results of

Aging-concious A-ECMS over FUDS

Table C.1: Performance of Aging-concious A-ECMS over FUDS

Aging-concious A-ECMS DP
σ̄ Fuel [g] Aheff α Fuel [g] Aheff
6 340 11.2 0.9 333 10.8
4 351 9.0 0.8 335 9.7
3 359 7.5 0.7 343 7.2
2 367 5.8 0.6 354 5.1
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(a) SOC

(b) θbatt

(c) s∗

Figure C.1: Aging-concious A-ECMS Controller Output over FUDS
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(a) σ̄ = 6

(b) σ̄ = 3

(c) σ̄ = 2

Figure C.2: Battery Power Correction with Different σ̄ over FUDS
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(a) σ̄ = 6

(b) σ̄ = 3

(c) σ̄ = 2

Figure C.3: Battery Severity Factor with Different σ̄ over FUDS
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